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SUMMARY

Much can be learned about the formation of galaxies by taking a census of the present-day popu-
lation. As a first step towards such an endeavour, I present luminosity and surface brightness dis-
tributions of 36 659 galaxies with K-band photometry from the UKIRT Infrared Deep Sky Survey
(UKIDSS) Large Area Survey (LAS) Data Release 3 and optical photometry from Data Release
5 of the Sloan Digital Sky Survey (SDSS). Various features and limitations of the new UKIDSS
data are examined, such as a problem affecting Petrosian magnitudes of extended sources. Se-
lection limits in K- and r-band magnitude, K-band surface brightness and K-band radius are
included explicitly in the 1/Vmax estimation of the space density and luminosity function. The bi-
variate brightness distribution in K-band absolute magnitude and surface brightness is presented
and found to display a clear luminosity–surface brightness correlation that flattens at high lumi-
nosity and broadens at low luminosity, consistent with similar analyses at optical wavelengths.
Best fitting Schechter function parameters for the K-band luminosity function are found to be
M∗ − 5 log h = −23.17 ± 0.04, α = −0.81 ± 0.04 and φ∗ = (0.0176 ± 0.0009)h3 Mpc−3,
with the luminosity density in the K-band found to be j = (6.500 ± 0.073) × 108 L� hMpc−3.
However, I caution that there are various known sources of incompleteness and uncertainty in my
results. Using mass-to-light ratios determined from the optical colours I estimate the stellar mass
function, finding good agreement with previous results. Possible improvements are discussed that
could be implemented when extending this analysis to the full LAS or to future surveys.
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Chapter 1

Introduction: why take a census of

galaxies in the local Universe?

La vérité est si obscurcie en ce temps, et le mensonge si établi,

qu’à moins que d’aimer la vérité, on ne saurait la connaı̂tre.

This chapter provides a general introduction to the subject matter of the thesis, outlining the issues

to be addressed in subsequent chapters.

1.1 Galaxies in the universe

Despite their apparent irrelevance to people’s day-to-day lives, galaxies still arouse a great deal of

interest. This comes from an instinctive human desire to understand our own identity in relation

to the rest of the cosmos. Where did we come from? Are we significant? Are we alone?

Since the early decades of the 20th Century, it has seemed plausible that the ‘global’ properties

of the observable Universe (or simply ‘the Universe’) may be described by a simple mathematical

model. In this hot big bang model, the Universe expanded over billions of years from a tiny

volume of space containing matter and radiation with extremely high density and temperature.

It has also become increasingly plausible that the galaxies and stars within the Universe formed

as a result of tiny fluctuations in this high-density fluid. However, models for galaxy formation

are much more complex than models for the Universe as a whole, since they must describe a

wide range of small- and large-scale physical processes. Nonetheless, these models appear to be

remarkably successful.

The currently favoured models of cosmology and galaxy formation are described in the fol-

lowing sections, followed by a discussion of some outstanding questions in galaxy formation. It is

the goal of this thesis to use observations of galaxies to address some of those particular questions.
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1.2 Currently favoured model for cosmology

Cosmology is not the focus of this thesis. However, in studying the intrinsic properties of galaxies,

it is almost essential to have an underlying cosmological model, in order for it to be possible to

estimate the distance to a galaxy from its redshift.

The hot big bang cosmological model was developed in the early 20th Century based on ob-

servations of the distance and recession velocity of various galaxies (e.g., Hubble, 1929), and

based on the general theory of relativity by Einstein (1915) and cosmological models built on

this theory (Friedmann, 1922, 1924; Lemaı̂tre, 1931; Robertson, 1935; Walker, 1935). Various

observations—of the relationship between redshift and distance, for galaxies and supernovae, of

the galaxy power spectrum and of the cosmic microwave background (CMB)—have been used

to narrow the range of possible cosmological models. It is now generally accepted that the Uni-

verse is geometrically flat, having ‘critical’ energy density, Ω = 1, and that this energy density

is composed of matter (dark and baryonic), another component known as ‘dark energy’ (Frieman

et al., 2008), which has negative pressure and hence causes the expansion to accelerate (possibly

caused by the cosmological constant, Λ), and a tiny contribution from electromagnetic radiation

(negligible in this work). This is known as the ΛCDM model, since the model is dominated by

the cosmological constant, Λ, or dark energy, and by cold dark matter (CDM). The energy den-

sity is expressed as Ω = ΩM + ΩΛ, where ΩM ' 0.30 ± 0.04 is the matter density and where

ΩΛ = 1 − ΩM is the dark energy density. (The value for ΩM is that found by Tegmark et al.,

2004, using WMAP results for the CMB and the SDSS three-dimensional power spectrum.) Note

that slight variations are found in the cosmological parameters depending on the data set(s) used

(Spergel et al., 2007). An epoch of exponential expansion in the very early Universe is postulated

(inflation), which would explain the homogeneity and flatness of the Universe while also giving

rise to small inhomogeneities, which would seed the process of structure formation (Guth, 1981;

Albrecht & Steinhardt, 1982; Linde, 1982, 1983).

Various measures of the distance can be derived for this cosmological model (see Hogg,

1999). The comoving distance to a galaxy at redshift z is derived from the Friedmann–Lemaı̂tre–

Robertson–Walker metric and the Einstein equations to be

DM =
c

H0

∫ z

0

dz√
ΩM(1 + z)3 + ΩΛ

. (1.1)

From this, the luminosity distance (the apparent distance of an object of known luminosity, as-

suming a Euclidean universe) is given by DL = (1 + z)DM and the angular diameter distance

(the apparent distance of an object of known size, assuming a Euclidean universe) is given by

DA = DM/(1 + z). A galaxy’s apparent magnitude, m, is related to its absolute magnitude, M ,
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by the distance modulus, DM(z) ≡ m−M = 5 log(DL/10 pc).

Questions still remain for this standard cosmological model (see, e.g., Turner & Tyson, 1999;

Peebles, 2004, 2005). For the very early Universe there are significant issues to be addressed

regarding inflation, quantum gravity, the matter/antimatter asymmetry and the origins of the Uni-

verse. For the post-recombination (post-CMB) Universe, the main issues are the nature of ‘dark

energy’ and ‘dark matter’, or indeed whether one or both of these effects could be explained by an

alternative theory of gravity (with or without massive neutrinos) or by some other means.

For ease of comparison with previous results, in this thesis a flat cosmological model with

ΩM = 0.3 and ΩΛ = 1 − ΩM = 0.7 is used, with Hubble constant H0 = 100h km s−1 Mpc−1.

Where a precise value is required for the Hubble constant, h = 0.7 is chosen, following Tegmark

et al. (2004), who found h ' 0.70+0.04
−0.03. The choice of value for ΩM has little effect on the results:

the smallest value for ΩM given by Spergel et al. (2007) is 0.226 ± 0.031, which would give a

galaxy at z = 0.3 an absolute magnitude 0.036 mag brighter than under the model used here.

1.3 Modelling galaxy formation

With its focus on dark energy and dark matter, cosmology today is concerned with the fundamental

physics of the Universe, or with what must (necessarily) happen. In contrast, the study of galaxy

formation seeks to understand the particular physical processes that have shaped the galaxies in

the Universe, not as a direct consequence of the laws of physics, but because of the (contingent)

properties of our Universe. Many different things could have happened, if the Universe had been

different, but the aim is to reconstruct the sequence of events that did happen.

In this section, various physical processes are considered, along with their effects on the galaxy

population.

1.3.1 Dark matter structure formation

Over 80 per cent of the matter in the Universe is believed to be cold dark matter, interacting only

through gravity (Tegmark et al., 2004; Spergel et al., 2007). The physics of dark matter is therefore

very simple; the only complications are the vast (and unknown) number of dark matter particles,

the time-scales involved and the highly non-linear nature of the problem.

Large N -body numerical simulations have been performed to trace the evolution of the dark

matter density field, taking initial conditions from observations of the CMB combined with pre-

dictions from the ΛCDM model (including an inflationary epoch). At present the most ambitious

such simulation is the Virgo Consortium’s Millennium Simulation (or Millennium Run), which

‘follows N = 2, 1603 ∼= 1.0078 × 1010 particles from redshift z = 127 to the present in a cubic



4

region 500h−1 Mpc on a side’ (Springel et al., 2005). The result of the simulation is a complex

network of dark matter clusters and filaments. Semi-analytic models (SAMs) are superimposed

on this dark matter simulation in order to extract the positions and properties of galaxies.

The parameters of SAMs are generally tuned to give the best possible agreement with some

particular observations, although they often give good agreement with other observations. For

example, the SAM of Springel et al. (2005) ‘was not tuned to match observations of galaxy clus-

tering’. It is therefore significant that their simulation agrees well with observations of the galaxy

two-point correlation function.

Springel et al. (2006) have shown that simulations are able to reproduce not only the observed

spatial distribution of galaxies, but also the absorption features in spectra of distant quasars (the

Lyman-α ‘forest’) and results based on weak lensing. They state that ‘Remarkably, all three mea-

sures are consistent both with each other and with the standard model at the level that quantitative

comparison is currently possible.’ This adds further support to the ΛCDM model being largely cor-

rect. However, problems remain when considering structure on smaller scales, since simulations

do not reproduce the observed sub-structure within haloes or (arguably) the number of satellite

galaxies observed (see Springel et al., 2006, and references therein).

With this general success of galaxy formation models in explaining the large scale structure of

the Universe, the subject area has moved from asking whether the galaxies we observe could have

formed within particular cosmological models (with implications for whether those models may

be incorrect) to asking how galaxies did form within the well-established ‘standard’ cosmological

model.

1.3.2 Star formation and evolution

The first stars (Population III) are believed to have formed at z ≈ 20, and are expected to have

been massive, and hence short-lived (Bromm & Larson, 2004; Kashlinsky et al., 2005). Subse-

quent populations of stars would contain metals that had been ejected from these Population III

stars. Star formation occurs where the density of gas is sufficiently high and where the gas is al-

lowed to cool. It would therefore happen first in high-density environments, such as in the centres

of the largest dark matter haloes. Observations in recent years have supported this, with decreas-

ing redshift corresponding to (1) a decrease in the size of the largest galaxies undergoing rapid

star formation (‘downsizing’; Cowie et al., 1996; Juneau et al., 2005) and (2) a reversal of the

environment–star formation rate relation, with most star formation at high redshift taking place in

high-density environments (Poggianti et al., 2006; Sheth et al., 2006).

Star formation leaves many observational signatures. For example, blue optical colours, high
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ultraviolet or far-infrared luminosity and various spectral features are all indicative of a high star

formation rate (Kennicutt, 1998). As well as this instantaneous star formation rate, the star for-

mation histories of individual galaxies may be investigated through spectroscopic observations

(Heavens et al., 2004) or through studies of the stellar populations in galaxies (Freeman & Bland-

Hawthorn, 2002).

There are various processes that could induce or suppress star formation during a galaxy’s

lifetime; these are discussed below.

1.3.3 Quasars and AGN

It is believed that quasars and AGN are seen when matter is accreting onto a black hole at the

centre of a galaxy. It appears to be the case that every massive galaxy has a supermassive black

hole in its core (Richstone et al., 1998), with the mass of the black hole related to the stellar mass

(Magorrian et al., 1998) and velocity dispersion (Ferrarese & Merritt, 2000; Gebhardt et al., 2000)

of the bulge of the galaxy. These relations present a challenge to models of galaxy formation and

evolution.

Quasars are predominantly found at high redshift, z & 2 (Richstone et al., 1998), and are

generally found in massive dark matter haloes (Shen et al., 2007). Along with the emission from

Population III stars, they are thought to have played a significant rôle in the reionization of the

Universe, most of which took place at z > 7 (Loeb & Barkana, 2001; Spergel et al., 2007).

Croton et al. (2006) have described and modelled two distinct processes that could lead to

emission from a supermassive black hole. The first is associated with merging of galaxies and

their supermassive black holes, resulting in ‘quasar mode’ feedback and associated with bursts

of star formation. The second is the result of continual and quiescent accretion of hot gas onto

the supermassive black hole, leading to ‘radio mode’ feedback, which would heat the surrounding

medium, suppressing cooling flows and thereby limiting the size of the galaxy.

1.3.4 Galaxies: monolithic collapse or hierarchical assembly

Eggen et al. (1962) have proposed a model for galaxy formation, in which spheroidal systems

formed their stars early and rapidly during a process of monolithic collapse, with a disc forming

subsequently due to the angular momentum of the system. In contrast, White & Frenk (1991),

building on the ideas of White & Rees (1978), have proposed a model in which galaxies formed

by hierarchical assembly. In models of this nature, bulges grow through merging of galaxies while

most star formation occurs in galaxy discs.

There is agreement that at least some structures must have formed at high redshift and that at
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least some hierarchical assembly (merging) has taken place. But the question remains as to which

process is more dominant, in particular for the most massive elliptical galaxies.

1.3.5 Galaxies: secular evolution

As well as the (comparatively) rapid processes of collapse and merging, galaxies also undergo

more gradual processes of secular (i.e., internal) evolution. This is described by Kormendy &

Kennicutt (2004), who have shown how galaxy discs will evolve dynamically to produce ‘pseu-

dobulges’, which are similar in appearance to classical bulges. However, they argue that it is gen-

erally possible to distinguish between the two kinds of bulge, e.g., through their shapes, brightness

profiles, star formation rates and the motions and velocity dispersions of their stars (see also Drory

& Fisher, 2007).

1.3.6 Galaxies in clusters

Many processes can influence galaxy evolution in clusters, where galaxies have significant inter-

actions with each other and with the intra-cluster medium. Driver et al. (2006) have listed some

of these, for example, ram-pressure stripping (Gunn & Gott, 1972), whereby galaxies falling into

a cluster will be stripped of their gas, thus suppressing star formation and changing the colour,

profile, luminosity and observed bulge-to-total fraction of the galaxy (Driver et al., 2008).

1.4 Coherent models of galaxy formation

Having reviewed the various processes that can and do influence the formation and evolution of

galaxies, the task now is to synthesize these into a coherent framework. The challenge is to assess

which processes have been most significant, and when they have been operating in cosmic history.

1.4.1 Selection criteria

Immediately we are faced with the problem of selection criteria: how is one to decide between

two models, both of which attempt to describe the properties not only of one galaxy, but of all the

galaxies in the Universe?

This is not an easy matter to address. However, it is worth noting that the problem exists,

and that judgements about the relative merits of competing models are often largely (though not

entirely) subjective, or made on the basis of the ability of the model to reproduce one or two

particular observations, such as the local K-band luminosity function, as if these were the only

observations that needed to be explained.
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1.4.2 Key observations

Models for galaxy formation have tended to seek to explain certain particular observations. Some

of these are as follows:

1. The galaxy luminosity function. An attempt has generally been made to simulate the space

density of galaxies per volume of space as a function of galaxy luminosity (generally in

the K-band) or, alternatively, as a function of galaxy stellar mass. The galaxy luminosity

function may be approximated by a Schechter function (see Section 4.5.1), having an ex-

ponential cut-off at high luminosity and an almost flat power-law slope at low luminosity

(Binggeli et al., 1988; Benson et al., 2003).

2. The bimodality of the galaxy population. There appear (broadly speaking) to be two distinct

populations of galaxies: passive, concentrated, red, luminous, elliptical galaxies, and star-

forming, less concentrated, blue, faint, spiral galaxies, with the bimodality seen in various

parameters (e.g., Driver et al., 2006; Ball et al., 2006). The red population tends to have

a narrow range of colours, and is termed the ‘red sequence’ (Bell et al., 2004). The blue

population, on the other hand, covers a wider range of colours, and is termed the ‘blue

cloud’. This bimodality may reflect the two-component nature of galaxies, being composed

of bulges and discs (Driver et al., 2006).

3. Merging of galaxies. There is much evidence for galaxies interacting and merging (e.g.,

Bell et al., 2006a,b; Bundy et al., 2007; Lin et al., 2008). Models of galaxy formation

generally include galaxy-galaxy interactions, which may be used to explain quasar activity,

the bimodality, the properties of bulges and discs and the build-up of the red sequence.

Mergers are known as wet, mixed or dry depending on whether both, one or neither galaxy

contains gas, respectively (Lin et al., 2008).

4. Dependence of galaxy properties on environment. Galaxies are seen to exhibit a relation

between morphology and density, whereby the fraction of galaxies with elliptical morphol-

ogy increases as the density of galaxies increases, and a colour-density relation, whereby

the fraction of galaxies with red optical colour increases with higher density. It has been

argued that these two relations are independent, reflecting a change with environment in the

fraction of spiral galaxies that are red and the fraction of elliptical galaxies that are blue

(Bamford et al., 2008). The star formation rate of galaxies has also been found to correlate

strongly with environment (Balogh et al., 2004).

5. Properties of the supermassive black hole (see Section 1.3.3). Galaxy formation models
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generally include the central supermassive black hole as a component, relating its properties

to those of the surrounding galaxy (or galaxy bulge), and including quasar and AGN activity

in some galaxies.

1.4.3 Overview of galaxy formation models

In this section I survey a range of coherent (or semi-coherent) galaxy formation models, giving a

brief description of each, and highlighting the most significant areas of uncertainty. Features of

these models are generally inspired by observations, but simulations are valuable in demonstrating

that these components will have the anticipated effect. I therefore consider simulations first of all,

to describe those components that appear to be fairly well established, before considering further

observation-inspired features of galaxy formation models that may not yet have been incorporated

into simulations.

Simulations

Various semi-analytic models have been implemented to incorporate baryons into the dark matter

N -body Millennium Simulation (Springel et al., 2005). One ‘family’ of such semi-analytic mod-

els has been created by the same group behind the Millennium Run itself (MPA, Munich). The

simulations adopt the hierarchical clustering approach of White & Frenk (1991) while the semi-

analytic models are based closely on the ‘unified model for the evolution of galaxies and quasars’

of Kauffmann & Haehnelt (2000), with the assumption ‘that supermassive black holes are formed

and fuelled during major mergers’. Croton et al. (2006) have described a semi-analytic ‘model for

the formation and evolution of galaxies and their central supermassive black holes’ incorporating

gas infall and cooling and feedback from supernovae and active galactic nuclei. The supernova

feedback would produce galactic winds, which would drive the gas out of small galaxies, thus

limiting the star formation and flattening the faint end of the luminosity function. Significantly,

the AGN feedback is modelled in two forms, one of which is induced by merging of galaxies.

They find that their model ‘can simultaneously explain: (i) the low observed mass drop-out rate

in cooling flows; (ii) the exponential cut-off at the bright end of the galaxy luminosity function;

and (iii) the fact that the most massive galaxies tend to be bulge-dominated systems in clusters

and to contain systematically older stars than lower mass galaxies’. Using a different IMF and a

new parametrization for dust attenuation, De Lucia & Blaizot (2007) have refined the model of

Croton et al. (2006) and investigated the formation history of brightest cluster galaxies (BCGs).

Another modified version of the Croton et al. (2006) model is presented by Bertone et al. (2007),

who have incorporated a new treatment of galactic winds and feedback and found good agreement
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with observed luminosity and stellar mass functions, including a lower number density of dwarf

galaxies than in previous models.

Another suite of semi-analytic models using the Millennium Run has emanated from the

Durham group. Again, using the principles of Kauffmann & Haehnelt (2000), Bower et al. (2006)

have presented an implementation of this GALFORM galaxy formation model ‘in which feedback

due to active galactic nuclei (AGN) is assumed to quench cooling flows in massive haloes’. They

find good agreement with observations of the evolution of the luminosity and stellar mass functions

and observations of the star formation history of the Universe. Their model ‘predicts a substan-

tial population of massive galaxies out to redshift z ∼ 5’, thus demonstrating that the apparently

anti-hierarchical observations of massive galaxies at high redshift (related to downsizing) can fit

comfortably into a hierarchical CDM model.

Hopkins et al. (2008a,b) have constructed a model for the merger-driven co-evolution of

quasars, supermassive black holes and elliptical galaxies. Rather than constructing a full semi-

analytic model, they use a halo occupation model to estimate the merger rate as a function of red-

shift between galaxies of various masses. The basic assumptions are ‘that major, gas-rich mergers

cause quasar activity’ (Hopkins et al., 2008a) and ‘that star formation is quenched after a gas-rich,

spheroid-forming major merger’ (Hopkins et al., 2008b). They ‘demonstrate that this model natu-

rally reproduces the observed rise and fall of the quasar luminosity density at z = 0−6, as well as

quasar luminosity functions, fractions, host galaxy colors, and clustering as a function of redshift

and luminosity’ (Hopkins et al., 2008a), finding that the data favour this merger-driven model over

‘a secular model in which quasar activity is driven by bars or other disk instabilities’. Many obser-

vations related to red ellipticals follow naturally from the model of Hopkins et al. (2008b), such as

‘the turnover in the efficiency of star formation and baryon fractions in galaxies at ∼ L∗ (without

any parameters tuned to this value), as well as the observed mass functions and mass density of

red galaxies as a function of redshift, the formation times of early-type galaxies as a function of

mass, and the fraction of quenched galaxies as a function of galaxy and halo mass, environment,

and redshift’. They find that various observations favour a merger-driven model of the quenching

of star formation over models in which quenching is driven by halo mass (e.g., Croton et al., 2006)

or by secular/disc instabilities (e.g., Bower et al., 2006).

In spite of these successes, the current approach to simulating galaxy formation has been crit-

icized. One area of disagreement with observations is the ‘satellite problem’, which arises from

the fact that ΛCDM models predict that galaxies like the Milky Way would be surrounded by a

large number of small dark matter haloes, containing dwarf satellite galaxies, which are not ob-

served. Various forms of feedback are invoked as an explanation for this, to prevent galaxies from
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forming in these small dark matter haloes. However, Gilmore et al. (2007) have investigated the

small-scale structure of dark matter, suggesting that ‘dark matter forms cored mass distributions,

with a core scale length of greater than about 100 pc’. They note that numerical simulations of

the cosmological evolution of dark matter have thus far been unable to resolve the necessary small

scales, and are therefore likely to be very unreliable at simulating small-scale structure. But many

of the features of semi-analytic models (such as feedback) are incorporated precisely to deal with

the discrepancy on small scales between simulations and observations (Gilmore, 2008). One pos-

sible modification to the underlying ΛCDM model is to consider warm dark matter, which would

lead to a higher minimum mass for dark matter haloes than with cold dark matter (Strigari et al.,

2008).

Observations

Freeman & Bland-Hawthorn (2002) have presented a detailed overview of the properties of the

Milky Way Galaxy in an attempt to uncover the origins of the Galaxy through study of the com-

ponents of the Galaxy, the stellar dynamics and the stellar metallicities. Their model for the

evolution of the Galaxy has many stars forming very early on in the halo and in the stellar bulge

(which developed a supermassive black hole), with many small satellite galaxies being accreted by

the Galaxy, leaving their remnants as halo stars and globular clusters, and with the discs (thick and

thin) forming at a later stage. Major mergers of galaxies are not discussed; studies of our Galaxy

are unlikely to tell us about the formation of large classical bulges or elliptical galaxies.

Driver et al. (2006) have argued that the galaxy bimodality reflects primarily the two compo-

nents of galaxies (red bulges and blue discs) rather than two distinct classes of galaxies (red and

blue). The model they propose for galaxy formation has ‘early bulge formation through initial

collapse’, with a formation peak at z > 3, and discs forming later through various mechanisms.

This is in contrast to the hierarchical model for the build-up of the red sequence, which sees galaxy

bulges and elliptical galaxies being assembled throughout cosmic history through major mergers

(Bell et al., 2004, 2006a; Drory & Fisher, 2007).

1.4.4 Summary: outstanding questions for models of galaxy formation

It is clear that one of the major unresolved issues in studies of galaxy formation is the place and

effect of galaxy mergers on the formation of the present galaxy population. ‘Major mergers of

comparable mass haloes and comparable mass galaxies play an important role in many galaxy

formation models. Such mergers are usually invoked to explain the formation of galactic bulges

and elliptical galaxies’ (Cole et al., 2008). The merger rate itself appears to be consistent with
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this (Bell et al., 2006a,b; Lin et al., 2008), although whether major mergers are responsible for the

mass assembly of spheroidal galaxies is less clear (Bundy et al., 2007).

Another significant area of uncertainty is related to dwarf satellite galaxies, as has been dis-

cussed above.

1.5 Why take a census of galaxies?

Having established some of the specific questions facing galaxy formation models, I now turn to

consider how observations may be used to give insight into these issues.

When considering the build-up of massive galaxies and the rôle played by satellite galaxies, it

is obvious that detailed studies of only a handful of galaxies will not be sufficient. What is needed

is a survey, or census, of a large sample of the galaxy population.

1.5.1 Components of a census

In a national census, participants are required to answer many different questions, for example,

about their age, birthplace, marital status, children and employment. A census of galaxies is sim-

ilar. The aim is to obtain not simply one property of each galaxy (for example, its absolute mag-

nitude), but to quantify a large number of different properties. These may include measurements

of the flux over a very wide range in wavelength, spectra, including redshifts, size, surface bright-

ness, structure, morphology and various measurements of the environment of the galaxy. These

data will come from a combination of several galaxy surveys, taken at different ground-based or

space-based observatories.

1.5.2 Applications

Considering the questions from the previous section, what would a census look like in practice?

When investigating dwarf satellite galaxies, the census would need to have deep photometry,

in order to find low-surface brightness galaxies. It would ideally cover the whole sky, in order to

get a reasonably complete sample of nearby dwarf galaxies. The resolution of the images would

need to be high, in order to resolve individual stars in the nearest galaxies. Stellar dynamics could

be studied through spectroscopy of these stellar populations, leading to an estimate of the total

mass of the galaxies (including dark matter). And the wavelength range would be chosen to detect

the various components of the galaxies: stars, dust and neutral hydrogen.

When studying the mass assembly of galaxies, it is important to survey a representative sample

at various epochs. In order to do this, a so-called ‘wedding cake’ survey strategy is often chosen,
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in which several surveys of various areas and depths are combined. This is because in order to

survey a large volume at high redshift, the most efficient strategy is to survey a small area to a

great depth, rather than a large area to a shallow depth. The various surveys should be chosen to

detect the various types and components of the galaxies, although dwarf galaxies will be visible

only at low redshift. The imaging should be of sufficient depth to make it possible to study the

morphology and structure of the galaxies, as well as their magnitudes and colours. Spectroscopy,

where available, is of great value in giving information about the distance to the galaxy and the

properties of the stellar populations that make up the galaxy.

The focus in this thesis is on surveys at low redshift. Some advantages of working at low

redshift (z ∼ 0.1) are as follows:

1. A more complete sample may be studied, including galaxies with low luminosity or low

surface brightness. High-redshift surveys are unable to detect very low-surface brightness

galaxies, since surface brightness dims as (1 + z)4. Low-surface brightness galaxies tend

to be faint galaxies, so the high-redshift surveys are only able to see the more luminous

galaxies.

2. Nearby or large galaxies may be studied in more depth, investigating morphology and struc-

ture as well as luminosity and colour.

3. The evolution and selection effects that plague high-redshift surveys are less of a problem.

For example, numerous sources of bias creep in to surveys as a function of redshift, and it

can be difficult to account for all of these. An additional point is that is it possible to learn

much about a population’s history by taking a census of the present-day population.

4. High-redshift surveys have to rely largely on photometric redshifts, since it is very inefficient

and expensive to obtain spectroscopic redshifts for high-redshift galaxies. This introduces

yet more uncertainties into the analysis.

Low-redshift surveys are also important in establishing a baseline for comparison with results at

higher redshift (e.g., Cirasuolo et al., 2007).

1.5.3 Analysis of census data

Once the data from a census have been collected, how can they be analysed?

The significant difference between a census of people and census of galaxies is that one can be

fairly sure about the completeness of the census of people; only a tiny proportion will not complete

the census. However, with galaxies, there is no way of knowing for sure how complete the sample
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is. There are many reasons why a galaxy might not be included in the survey: too faint, too small,

too large, too bright, obscured by foreground stars or galaxies. It is absolutely vital to take into

account the galaxies that cannot be seen when analysing the data.

After correcting for incompleteness, much can be learned by investigating how the different

galaxy properties are related to each other and finding any sub-populations that exist. This can

give clues for reconstructing the history of galaxy formation and evolution.

1.6 Why near-infrared?

The advantages (in principle) of building such a census on near-infrared (NIR) observations are

well known. First, mass-to-light ratios in the near-infrared are largely insensitive to galaxy or

stellar type, certainly much less than in the optical (Bell & de Jong, 2001). This means that the

near-infrared light is a good tracer of the total stellar mass in a galaxy. Moreover, the range of

mass-to-light ratios is much smaller in the near-infrared, so uncertainties in the stellar mass are

much smaller. Not only does this mean that a survey limited in near-infrared magnitude will be

approximately limited in ‘apparent stellar mass’, but also that morphological measurements in the

near-infrared, for example the Sérsic index and the half-light radius, will reflect the distribution of

stellar mass within the galaxy, whereas such measures in the optical will be significantly biased

by the presence of young stellar populations.

A second advantage is that the K-corrections in the K-band are also relatively independent of

galaxy type (Mannucci et al., 2001), leading to smaller uncertainties in the absolute magnitudes.

A third advantage is that dust is much less of a problem in the near-infrared than in the optical.

This means that, whereas optical measurements of galaxy properties are affected by dust obscu-

ration, and therefore strongly dependent on the inclination of the galaxy, producing a smoothing

of the galaxy luminosity function, this is not such a problem in the near-infrared (Driver et al.,

2007b; Maller et al., 2008). This will be discussed further in Section 2.6.

However, the main disadvantage of the near-infrared (for ground-based telescopes) is the sky

brightness, which is around 13.5 mag arcsec−2 in K for the data used here (Dye et al., 2006).

1.7 Why study the space density of galaxies?

The space density of galaxies, commonly denoted by φ, is the number of galaxies of a certain type,

per unit volume. This is an essential component in any census of galaxies. The number of galaxies

of a certain type detected in a survey is not a particularly useful statistic, since this is strongly

dependent on the luminosity, distance and type of galaxy. However, once the statistics have been
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corrected for incompleteness, a number density may be obtained.

The most common measure of the space density is the luminosity function (Binggeli et al.,

1988), which is the number of galaxies per unit volume as a function of galaxy luminosity, in some

particular waveband. Techniques for estimating the luminosity function (LF) are described in Sec-

tion 4.6; these include the binned 1/Vmax estimator (Schmidt, 1968; Rowan-Robinson, 1969), the

parameterized STY maximum likelihood method (Sandage et al., 1979) and the binned stepwise

maximum likelihood method (SWML; Efstathiou et al., 1988). The LF is often described by a

Schechter function (Schechter, 1976); see Section 4.5.

1.7.1 K-band luminosity functions

Given the close relationship between the stellar mass and the K-band light, the K-band galaxy

luminosity function is a convenient quantity for numerical or semi-analytic models to predict (e.g.,

Croton et al., 2006; Bower et al., 2006; De Lucia & Blaizot, 2007; Bertone et al., 2007).

There have been several studies of the low-redshiftK-band luminosity function in recent years.

Mobasher et al. (1993) used a (small) sample from the optically-selected Anglo-Australian

Redshift Survey, combined with J-, H- and K-band UKIRT imaging, to find the luminosity func-

tion for field galaxies.

Glazebrook et al. (1995) used a K-band imaging survey and a subsequent redshift survey to

examine galaxy evolution in the near infrared. Their small-area, deep survey enabled them to

probe the K-band LF to redshift z > 0.5, where they found evidence of evolution, with galaxies

being more luminous at higher redshift.

Gardner et al. (1997) found the LF using K-band imaging from Kitt Peak National Observa-

tory with redshifts for the K-band selected sample obtained at the William Herschel Telescope on

La Palma.

Szokoly et al. (1998) used a small sample, with redshifts from an optically-selected sample,

to find the K-band LF. Their sample covers a small area (0.6 deg2) but is deep, complete to

K = 16.5.

Loveday (2000) used the optically-selected Stromlo–APM redshift survey, with CTIOK-band

imaging, to find the K-band luminosity function of nearby field galaxies. Low-luminosities were

investigated (fainter than MK − 5 log h = −20), even with a small sample, by selecting galaxies

for K-band photometry based on their bJ-band absolute magnitude. The combined limits in bJ

and K were taken into account by estimating a bivariate luminosity function (see below).

With the Two Micron All Sky Survey (2MASS; Jarrett et al., 2000), an all-sky near-infrared

survey became publicly available, providing various opportunities to investigate the local K-band
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luminosity function.

Kochanek et al. (2001) selected galaxies based on their 2MASS magnitudes and found red-

shifts for these galaxies, most of which had already been measured. With a large sample it is

safe to subdivide, which they did according to morphological type (classified by eye), finding that

early-type galaxies tend to be brighter.

Cole et al. (2001) used 2MASS imaging and the bJ-band selected 2dF Galaxy Redshift Survey

(2dFGRS) to find the LF with a larger sample than previous estimates. The sample size is such

that systematic uncertainties dominate over statistical uncertainties, and these were investigated.

The local stellar mass function and the star formation history of the Universe were also estimated.

Huang et al. (2003) used the Hawaii+AAO K-band redshift survey, which is K-band selected

and has a much smaller area and greater depth than 2MASS-based LF estimates. They found a

faint-end slope significantly steeper than found by most other authors.

Bell et al. (2003b) combined 2MASS imaging with SDSS redshifts to find the luminosity and

stellar mass functions. They argued that ‘2MASS is biased against low surface brightness galaxies’

and estimate a ‘true’ LF to account for this incompleteness.

Eke et al. (2005) built on the work of Cole et al. (2001) ‘to study the near-infrared light and

stellar mass content of the local Universe’, particularly how the stellar mass is distributed accord-

ing to group size.

Jones et al. (2006) used the largest K-band sample to-date for their 6-degree Field Galaxy

Survey (6dFGS) LF, based on 2MASS imaging with a K-band selected redshift survey. This is

a shallow survey that covers a very large area (9075 deg2 effective area in K). Corrections are

applied based on the peculiar velocities of nearby galaxies in order to avoid biased estimates of

the distance derived from the redshift. They find little disagreement between results obtained with

the SWML and 1/Vmax methods, as expected for a large sample (the 1/Vmax method is sensitive

to fluctuations in the galaxy number density with redshift). Comparing with previous results,

they find general agreement but are able to extend their analysis to a significantly larger range in

absolute magnitude (−17.5 > MK − 5 log h > −27.5).

Table 1.1 shows the sample size of some previous K-band LF estimates.

The principal uncertainty remaining is connected with the low-luminosity end of the luminos-

ity function. Moreover, there has been significant discussion about possible low-surface brightness

incompleteness in 2MASS (Andreon, 2002), which would affect both the low-luminosity end of

the luminosity function and the recovered magnitudes for galaxies with low-surface brightness

outer regions. Kirby et al. (2008) have found through deep NIR imaging of nearby galaxies that

2MASS would underestimate the flux of low-surface brightness galaxies by around 2.5 mag.
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Table 1.1: Sample sizes of K-band galaxy luminosity functions.

Paper Number of galaxies in sample

Mobasher et al. (1993) 181

Glazebrook et al. (1995) 124

Gardner et al. (1997) 510

Szokoly et al. (1998) 175

Loveday (2000) 345

Kochanek et al. (2001) 3878

Cole et al. (2001) 5683

Huang et al. (2003) 1056

Bell et al. (2003b) 6282

Eke et al. (2005) 15 644

Jones et al. (2006) 60 869

This work 36 659

There is also disagreement about the very bright end, where surveys detect only a small number

of galaxies. This will be discussed in Section 5.2.

1.7.2 Bivariate and multivariate methods

There has been a recognition that describing a galaxy by a single number (luminosity) can yield

only a limited amount of information. (This is often compounded by expressing the properties

of the entire galaxy population by three numbers, viz., the parameters of the Schechter function.)

In order to more fully exploit the multiband and multivariate data that are becoming increasingly

available, with their complex visibility limits, the traditional techniques for measuring the lumi-

nosity function need to be extended to deal with several quantities at once. The generalisation of

the LF is to find the space density of galaxies with certain values of a set of properties, for example,

luminosity in various bands, surface brightness, environmental density and concentration.

Much work has been done in recent years doing this kind of analysis with two galaxy prop-

erties. Most often this is the space density of galaxies as a function of luminosity and surface

brightness, known as the bivariate brightness distribution (BBD).

Chołoniewski (1985) used a maximum likelihood technique to find the space density accord-

ing to galaxy luminosity and radius, introducing an analytical form (the Chołoniewski function,

see Section 4.5.3) to describe such a distribution. A sample with magnitude-dependent selection



17

effects only was chosen to demonstrate the method.

Phillipps & Disney (1986) estimated the BBD for spiral galaxies in the Virgo cluster. They

argued for the importance of surface brightness, both in limiting the visibility of galaxies and as a

characteristic in its own right. Considering selection limits in luminosity, surface brightness and

size, they found that there are regions of the BBD diagram that may be well populated by galaxies,

but that these galaxies would not be visible in that particular survey. These ideas were developed

by Phillipps et al. (1990) who considered how the selection effects vary with redshift. If these are

neglected, false conclusions may be drawn about the redshift-evolution of the galaxy population.

Sodré & Lahav (1993) used modified forms of the STY and SWML methods of estimating the

luminosity function of galaxies to find the space density bivariate in luminosity and galaxy size.

For the STY method, they used the Chołoniewski function, but assuming an exponential distribu-

tion in diameter and a Gaussian distribution in magnitude, as opposed to a Schechter function in

magnitude and a Gaussian distribution in diameter (Chołoniewski, 1985).

Impey & Bothun (1997) reviewed the properties of low surface brightness galaxies, arguing

that ‘the local galaxy luminosity function cannot be derived without correcting for surface bright-

ness selection effects’.

Petrosian (1998) has examined the danger of performing cosmological tests by assuming (in-

correctly) that a sample of galaxies is limited merely by magnitude. In reality, the surface bright-

ness profile of a galaxy has a strong effect on whether it can be detected, and on its observed

magnitude.

Driver (1999) investigated the B-band bivariate brightness distribution (BBD) of galaxies

within a volume-limited sample in the Hubble Deep Field. This was done in order to quantify

‘the contribution of normal, dim, and dwarf galaxies to the local luminosity density’. The lumi-

nosity density and mass density were found to be dominated by ‘normal’ galaxies, i.e., those on the

Hubble tuning-fork diagram. A clear luminosity–surface brightness correlation was also found.

Loveday (2000), although investigating the LF rather than the BBD, used the bivariate form

of the SWML method (see Sodré & Lahav, 1993) to find the bivariate K- and B-band luminosity

function. This was done as a means of estimating the K-band luminosity function from data

limited in both K- and B-band apparent magnitude.

de Jong & Lacey (2000) used the 1/Vmax method to find the space density of spiral galaxies

bivariate (1) in effective surface brightness and effective radius, and (2) in absolute magnitude and

effective radius. The latter was fit by a Chołoniewski function. They made a connection between

the size–luminosity relation and the angular momentum of galaxy discs ‘being proportional to that

of the parent halo’.
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Blanton et al. (2001) used the SWML method of Sodré & Lahav (1993) to find the joint

distribution of r-band absolute magnitude bivariate with r-band effective surface brightness in the

SDSS commissioning data, taking into account limits in both magnitude and surface brightness.

From this BBD they argued that their estimate of the luminosity density is reliable, since the

contribution of low-surface brightness galaxies to the total luminosity density is likely to be very

small. They also found the bivariate space density in luminosity and colour, and in luminosity and

concentration.

Again at optical wavelengths (bJ-band), the BBD has been investigated by Cross et al. (2001),

using data from the 2dFGRS. The method employed was a bivariate form of the 1/Vmax estimator,

correcting for redshift incompleteness and clustering. They found that the surface brightness limit

adopted has a strong effect on the faint-end slope of the measured luminosity function and on the

measurement of the total luminosity density.

This work was built on by Cross & Driver (2002), who fit a Chołoniewski function to the BBD

data and further investigated the effect of surface brightness limits on the estimated faint-end slope

of the luminosity function.

Blanton et al. (2003c) used the 1/Vmax estimator, accounting for limits in flux, surface bright-

ness and redshift, to find the bivariate space density of SDSS galaxies. With each galaxy weighted

by its value of 1/Vmax, they found the bivariate space density in pairs of seven galaxy properties:

absolute 0.1i-band magnitude, four optical colours, surface brightness and concentration (mea-

sured by the Sérsic index, see Section 2.4.1).

A bivariate SWML method was used to find the BBD inB-band luminosity and surface bright-

ness in the MGC by Driver et al. (2005). They fit the BBD with a Chołoniewski function and found

it to be a poor fit. Driver et al. (2006) developed this analysis by projecting the BBD onto other

axes to investigate the joint space density distribution in various pairs of parameters: colour, Sérsic

index, central surface brightness and physical radius in addition to luminosity and effective surface

brightness. Galaxy bimodality is seen consistently, particularly in the colour-Sérsic index plane.

Ball et al. (2006) have used the same bivariate SWML method of Blanton et al. (2001) to

investigate the space density of SDSS galaxies bivariate in luminosity and each of the following

quantities: morphological type, inverse concentration index, Sérsic index, absolute effective sur-

face brightness, reference frame colours, physical radius, eClass spectral type, stellar mass and

galaxy environment. Their results consistently show a bimodality of the galaxy population.

Cameron & Driver (2007) have investigated the luminosity–size distribution for galaxies in

the Hubble Ultra Deep Field. Through comparison with local results from the MGC, they find

evidence for an evolution in surface brightness, with a higher mean surface brightness at higher
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redshift (z ∼ 0.7 compared with z ∼ 0.1).

In summary, the bivariate brightness distribution, and other bivariate distributions, have been

studied widely at optical wavelengths and are beginning to show their potential for giving insight

to galaxy formation models. At near-infrared wavelengths, which are more suitable for studying

the distribution of stellar mass within galaxies, the luminosity function has been estimated by

various authors, but the BBD has not yet been found.

1.8 Galaxy surveys: SDSS and UKIDSS

This thesis uses data from SDSS and UKIDSS. The general design of these surveys, and their

suitability to the aims of this thesis, will be introduced in this section; relevant technical details

will be discussed in subsequent chapters.

1.8.1 SDSS

Like all large-scale astronomical projects, the Sloan Digital Sky Survey (SDSS) was designed to

give a high scientific return from a sizeable investment of financial, technical and human resources.

A summary of the survey properties has been provided by York et al. (2000). The most significant

technological advances that made SDSS possible were the sensitive CCD detectors and computer

power to handle large volumes of data. With these, it became possible to conduct a survey of the

local Universe that would be significantly deeper than any previous large-area surveys. A com-

bined imaging and spectroscopic survey was designed, with a new purpose-built 2.5 m telescope

placed at the Apache Point Observatory, New Mexico, to survey approximately a quarter of the

sky, almost entirely in the north Galactic cap, in five optical bands.

All of the galaxies used in this thesis are drawn from the main galaxy sample of Data Release

5 of the SDSS (DR5; Adelman-McCarthy et al., 2007), from which the optical photometry and

spectroscopic redshifts used in the analysis below are obtained. As of DR5, the survey had ob-

tained ‘five-band photometric data for 217 million objects selected over 8000 deg2 and 1 048 960

spectra of galaxies, quasars, and stars selected from 5713 deg2 of that imaging data’.

1.8.2 UKIDSS

The UKIRT Infrared Deep Sky Survey (UKIDSS), as defined by Lawrence et al. (2007), was

designed to exploit the new Wide-Field CAMera (WFCAM; Casali et al., 2007) on the existing

UK InfraRed Telescope (UKIRT) on Mauna Kea, Hawaii. The WFCAM near-infrared photometric

system is described by Hewett et al. (2006). From Hawaii the data are sent to Cambridge for
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pipeline processing (Irwin et al., in preparation) and then to Edinburgh to be ingested into the

WFCAM Science Archive (WSA; Hambly et al., 2008).

UKIDSS is in fact five surveys, covering a range of depths, areas and targets using various

combinations of the ZY JHK filters. Three of the surveys are optimized for extragalactic ob-

servations: the Large Area Survey (LAS), Deep eXtragalactic Survey (DXS) and the Ultra-Deep

Survey (UDS), while the remaining surveys are designed for Galactic targets: the Galactic Plane

Survey (GPS) and the Galactic Clusters Survey (GCS).

This thesis will use data from the Large Area Survey, which is intended to cover 4000 square

degrees in the northern Galactic cap. Unlike SDSS, UKIDSS is an imaging survey only. This has

influenced the design of the LAS so that it lies entirely within the field of SDSS, making optical

photometry and redshifts readily available.

Data used in subsequent chapters are taken from UKIDSS Data Release 3 (Warren et al.,

in preparation), which was released in December 2007, with the LAS containing coverage in

Y JHK, including 1189 square degrees of coverage in K to a 5σ depth of 18.2 mag, in both north

and south Galactic poles (hereafter NGP and SGP respectively).

1.9 Overview of thesis

The aim of this thesis is to present a simple census of low-redshift K-band galaxies by finding

the space density (BBD and LF) of a large sample of galaxies. This is a necessary first step

towards constructing a more comprehensive census of galaxy properties, using near-infrared data

as a central component.

Chapter 2 introduces the data from SDSS and UKIDSS.

Chapter 3 contains an analysis of the completeness and reliability of the recent UKIDSS LAS

data.

Chapter 4 lays down the statistical foundations for using observations of galaxies to estimate

the intrinsic properties of the galaxy population. In this chapter the methods used are presented,

developed and evaluated. Some of the standard methods of quantifying the distribution are intro-

duced, such as the luminosity function and the bivariate brightness distribution.

In Chapter 5 the K-band luminosity function and bivariate brightness distribution of galaxies

are presented, along with other analyses of the data. To my knowledge, this represents the first

such analysis of the UKIDSS LAS data and the first BBD at near-infrared wavelengths. The stellar

mass function is also estimated.

Chapter 6 contains the conclusions of the thesis, along with a discussion about possible im-

provements and extensions to the work presented here.
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AB magnitudes are used throughout for SDSS magnitudes and Vega magnitudes for K-band

quantities. For reference, AB and Vega magnitudes are related in the r-band by rAB = rVega +

0.146 and in the K-band by KAB = KVega + 1.900 (Hewett et al., 2006).
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Chapter 2

Data: UKIDSS and SDSS

Combien les lunettes nous ont-elles découvert d’êtres

qui n’étaient point pour nos philosophes d’auparavant!

In this chapter various catalogue and derived quantities obtained from SDSS and UKIDSS are

described. In the following chapter, the reliability of these quantities and the completeness of the

sample will be investigated.

2.1 Design of the imaging surveys

This section contains a description of implementation of the photometric observations in SDSS

and UKIDSS, with attention drawn to any relevant points.

2.1.1 Observations with the various filters

Fig. 2.1 shows the transmission curves for the five SDSS filters (ugriz) and the five UKIDSS

filters (ZY JHK).

The UKIDSS Z-band filter has a very similar wavelength range to the SDSS z-band filter, so

this filter is not used in the UKIDSS Large Area Survey, which is fully contained within the SDSS

field.

The SDSS camera contains 30 CCD chips in an array of six columns and five rows. Each row

is covered by one of the five ugriz filters. Observations are performed in a drift-scan mode, with

all five filters being used at all times, and with the camera tracing out large strips over great circles

on the sky. The rows of CCD chips are positioned with a gap between them, so a second scan is

made of each strip, offset by 93 per cent of the CCD width, in order to fill in the gaps and produce

a stripe. This produces a small amount of overlap between the strips (York et al., 2000).
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Figure 2.1: Quantum efficiency for SDSS ugriz filters (Stoughton et al., 2002, blue curves) and

for UKIDSS ZY JHK filters (Hewett et al., 2006, red curves). Note that the Z-band UKIDSS

filter is not used in the LAS. All curves show the response rate for airmass 1.3.

UKIDSS observations are taken using the Wide-Field CAMera (WFCAM; Casali et al., 2007)

on UKIRT. Each integration is performed with one of the filters covering the camera’s four detec-

tors. For the Large Area Survey, the filters used are Y JHK. At any given stage in the survey,

the area covered in the four wavelengths will be slightly different. This is particularly true of

the J-band: the intention is to observe in this passband at two epochs in order to identify proper

motions of nearby stars, so a larger area is covered in J near the beginning of the survey in order

to establish a baseline for these measurements. The four detectors on WFCAM are arranged in a

square and are separated by 94 per cent of the width of each detector. In order to cover a contigu-

ous region, the observations are grouped into tiles of four telescope pointing positions, producing

a small area of overlap between adjacent observations (Lawrence et al., 2007).

In UKIDSS terminology, the image from a single detector is called a frame, the set of four

frames obtained by a single pointing of the telescope with one of the filters is called a multiframe,

and a set of individual frames, all covering the same area on the sky but each one with a different

filter, is called a frameset.

2.1.2 Jittering and microstepping

The total integration time for any single WFCAM pointing in the LAS is either 40 s or 80 s, com-

posed of several short exposures of 5 s, 10 s or 20 s. These individual exposures are offset from
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each other in position in order to improve the quality of the data. Jittering is when the telescope

is offset by a whole number of pixels, ‘in order to minimize the effects of bad pixels and other

flat-fielding complications’ (Lawrence et al., 2007). Microstepping is when the telescope is offset

by N + 1/2 or N + 1/3 pixels, for 2× 2 or 3× 3 microstepping respectively. This increases the

sampling resolution of the images, which is 0.4 arcsec per pixel without microstepping (Lawrence

et al., 2007).

In UKIDSS DR3, there is an almost even split between 40 s and 80 s integrations over all four

bands, depending on the atmospheric conditions (using the longer integration time when seeing is

poor), and with different integration times corresponding to different regions of the survey area. In

the Y -band, this consists of 2× 20 s or 4× 20 s exposures, with no microstepping. In the J-band,

2 × 2 microstepping is always used, with 2 × 5 s or 2 × 10 s at each of the four microstepping

positions. However, in the H- and K-bands, there was a change in survey mode after the Early

Data Release (EDR). The EDR data in these bands are microstepped (2× 2), in the same manner

as in the J-band. But in subsequent data releases, forming the majority of the sample used in this

project, microstepping was not used, and the integrations are composed of 4 × 10 s or 8 × 10 s

exposures (Dye et al., 2006; Warren et al., 2007).

It follows that, in the K-band data used below, some variation in the image quality and depth

is to be expected.

The offset between the individual exposures means that a small region at each edge of a co-

added frame will not have been covered by every exposure. The image quality will be significantly

worse in these regions. Sources detected in these regions are flagged as being near to a frame edge.

2.1.3 Overlap regions: primary and secondary observations

In both SDSS and the LAS, there are small regions of overlap between adjacent strips, stripes

or frames. Sources in these overlap regions may be detected more than once, so one of these

detections is labelled as the primary observation and the other(s) is (are) labelled as secondary.

2.2 Access to the data

For both UKIDSS and SDSS, with large volumes of data, both images and catalogues, and with

incremental data releases, it is not practical for each user to have a local copy of the full data set.

The data are therefore made available through online archives. These are described in this section.

In this work, it is generally the catalogues that are used rather than the images, although the

images are often used for visual inspection of individual objects. Data from the catalogues are
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retrieved using SQL (Structured Query Language) queries through the online WSA1 (WFCAM

Science Archive) for UKIDSS data or through the CAS2 (Catalog Archive Server) for SDSS data.

2.2.1 LAS: WSA

Source detections from the individual LAS frames are catalogued in the lasDetection table on the

WSA. When the frames are combined into framesets, the merged source catalogue is placed in

the lasSource table. At this stage the sources detected more than once in the overlap regions are

labelled as primary or secondary detections.

Many details of the observing times and conditions and of the process of combining different

frames and exposures are provided on the WSA in the other tables.

2.2.2 SDSS: CAS

SDSS data are made available via an interface very similar to the WSA (the WSA was modelled on

the SDSS CAS). Again, there are various tables containing the photometric data (e.g., photoObj)

and the spectroscopic data (e.g., specObj).

2.2.3 LAS and SDSS combined

The WSA also provides direct access to the SDSS DR5 data, and to a cross-neighbour table, which

lists every SDSS source within 10 arcsec of each object in the lasSource table. This is used below

to create a sample of objects found in both the LAS and SDSS.

2.3 Image processing

UKIDSS and SDSS each have their own pipeline, for extracting lists of sources from the images.

In this section some of the properties of the images and some of the issues involved in source

extraction are discussed.

2.3.1 Seeing

Photons are refracted as they pass through the earth’s atmosphere, so a point source in space will

appear as a smeared point when observed through a telescope. This phenomenon is called seeing

and the transformation from point source to smeared point source is known as the point spread

function. The seeing is measured as the average FWHM of a point source, estimated from the

1http://surveys.roe.ac.uk/wsa/
2http://cas.sdss.org/astro/en/

http://surveys.roe.ac.uk/wsa/
http://cas.sdss.org/astro/en/
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Table 2.1: Post-processing error bits (ppErrBits) implemented in UKIDSS DR2.

Bit Decimal Detection quality issue

4 16 Deblended

6 64 Bad pixel(s) in default aperture

16 65 536 Close to saturated

19 524 288 Possible cross-talk artefact/contamination

22 4 194 304 Lies within a dither offset of the stacked frame boundary

images themselves. LAS observations require estimated seeing to be less than 1.0 arcsec for 40 s

integrations (provided the sky is not too bright), or less than 1.4 arcsec for 80 s integrations (Dye

et al., 2006).

The seeing is important in that it has an effect on extended sources as well as on point sources:

the presence of seeing alters both the size and profile of galaxy images.

For SDSS DR1 data, over 90 per cent of the survey data have seeing better than 1.7 arcsec

(Abazajian et al., 2003).

2.3.2 Sky subtraction

The sky brightness for UKIDSS LAS observations in the K-band is around 13.5 mag arcsec−2.

In order to subtract the sky background accurately, variations in the sky brightness across each

frame must be taken into account. This is measured using a sky subtraction algorithm that traces

variations in the sky brightness with a pixel size of 25.6 arcsec (Dye et al., 2006).

The significance of this is that any objects larger than 25.6 arcsec will interfere with the sky

background subtraction, and the flux of the source will be underestimated.

The sky brightness in the r-band is much less of a problem, typically being around 21.0 mag

arcsec−2 (Abazajian et al., 2003).

2.3.3 Warning flags

UKIDSS Data Release 2 introduced quality error bit flags for all sources, given by the ppErrBits

column in the detection tables.3 Similar flags are provided for SDSS data. These indicate whether

a detection may be of low quality due, for example, to being found close to the edge of a stacked

frame, being close to saturated, deblended or having bad pixels in the default aperture. Table 2.1

lists the error bits implemented in UKIDSS DR2.

3http://surveys.roe.ac.uk/wsa/ppErrBits.html

http://surveys.roe.ac.uk/wsa/ppErrBits.html


27

2.3.4 Source extraction and deblending

The source extraction algorithm searches the image for peaks above a certain level, which are then

identified as the centres of sources. When two or more peaks lie close together, they are assumed

to belong to two sources, and the sources must be separated from each other, or deblended, with

some pixels assigned to one source and some pixels assigned to the other.

Sources that have been deblended are flagged as such in the LAS and in SDSS.

2.4 Photometric galaxy properties

It is very difficult to measure the size of a galaxy. The surface brightness of a galaxy is typically

quite high in the centre but becomes very low in the outer regions, with gas and stars continuing

out to large distances in the disc or halo. This means it is typically impossible to recover the total

flux from a galaxy; the low-surface brightness outer regions will blend in with the sky background,

or with neighbouring sources.

Various photometric properties of galaxies may be obtained or derived from the source tables;

these are described in this section.

2.4.1 Galaxy profiles

The surface brightness I(r) of an elliptical galaxy or the bulge of a spiral galaxy is approximately

described by de Vaucouleurs’ law (de Vaucouleurs, 1953),

I(r) = Ie exp

{
−7.67

[(
r

re

)1/4

− 1

]}
(2.1)

where re is the half-light or effective radius, Ie is the surface brightness at radius re, and the

constant (−7.67) is chosen such that half the total luminosity is emitted within radius re. The

discs of spiral galaxies are well fit by an exponential profile,

I(r) = I0e
−r/r0 (2.2)

These may be generalized as two particular examples of Sérsic (1968) profiles,

I(r) = Ie exp

{
−bn

[(
r

re

)1/n

− 1

]}
(2.3)

where n is the Sérsic index, with n = 4 corresponding to a de Vaucouleurs profile and n = 1 to an

exponential profile (with I0 = Iee
bn and r0 = re/bn). The values for bn, Ie and re are defined as

for a de Vaucouleurs profile. A higher value of the Sérsic index indicates a higher concentration.
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2.4.2 Vega and AB magnitudes

Throughout this work, Vega magnitudes are used for UKIDSS quantities and AB magnitudes for

SDSS quantities. In the AB system, the magnitude is given such that an object with constant flux

per unit frequency interval has zero colour. (This has an effect on theK-corrections, when shifting

to a band with different width in frequency.) Conversions between AB and Vega magnitudes for

various wavebands are given by Hewett et al. (2006) and Blanton & Roweis (2007).

2.4.3 Fixed-aperture magnitudes

The flux of a galaxy may be measured within a fixed aperture. These are often used for high-

redshift surveys, where each galaxy may be assumed to be smaller than the size of the aperture

(e.g., Cirasuolo et al., 2007). They are also useful for measuring galaxy colours, where it is im-

portant to have the same aperture in both bands, and for measuring the flux within a spectroscopic

fibre.

UKIDSS provides 13 fixed-aperture fluxes, for circular apertures with radius 1/2, 1/
√

2, 1,
√

2, 2, 2
√

2, 4, 5, 6, 7, 8, 10 and 12 arcsec. For the seven smallest apertures, a correction is

applied for the effect of seeing on the assumption that the source is a point source.4 Including

these corrections, the aperture magnitude are given by

m = ZP− 2.5 log
(

aperFlux
expTime

)
− aperCor−

(
amStart + amEnd

2
− 1
)

extinction (2.4)

where ZP is the zero point in magnitudes for default extinction (airmass 1), aperFlux is the flux in

ADU, expTime is the exposure time in seconds, aperCor is the aperture correction, extinction is

the coefficient for atmospheric extinction, and amStart and amEnd are the airmass at the start and

end of observation respectively.

While it is possible to obtain a similar number of fixed-aperture magnitudes for SDSS galaxies,

the only fixed-aperture magnitude used below is the fiber magnitude, which measures the flux

within an aperture of 3 arcsec diameter, corresponding to the size of the spectroscopic fibres, with

no correction applied for seeing (Stoughton et al., 2002).

2.4.4 PSF magnitudes

For SDSS point sources, the PSF magnitude, determined by fitting a PSF model to the object,

provides the optimal measure of the flux (Stoughton et al., 2002). For galaxies, this magnitude

may be used to estimate the colour at the centre of the galaxy (Driver et al., 2006).

4http://surveys.roe.ac.uk/wsa/www/gloss_a.html#multiframedetector_apercor1

http://surveys.roe.ac.uk/wsa/www/gloss_a.html#multiframedetector_apercor1
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2.4.5 Petrosian magnitudes and radii

Petrosian (1976) apparent magnitudes are used in this thesis. The same particular form of the

Petrosian magnitude is used in both SDSS and UKIDSS and is described here.

The Petrosian radius is defined as the radius at which the ratio of the local surface brightness

(azimuthally averaged) to the mean surface brightness within that radius is equal to 0.2. The flux

of the galaxy is then integrated within an aperture with radius twice the Petrosian radius to give

the Petrosian flux (Blanton et al., 2001; Dye et al., 2006).

The advantage of the Petrosian magnitude is that the fraction of the total galaxy light recovered

depends on the shape of the galaxy surface brightness profile but not on the amplitude. This is in

contrast with isophotal magnitudes, where the galaxy flux is measured within a certain isophote.

When these magnitudes are used, if the amplitude of the surface brightness profile is diminished,

for example, by cosmological dimming or by Galactic extinction, then the fraction of the galaxy

flux recovered by the isophotal magnitude also diminishes. This is discussed in more depth by

Blanton et al. (2001).

The fraction of the galaxy light recovered by the Petrosian magnitude varies monotonically

with Sérsic index, with a higher deficit for higher concentration (Graham et al., 2005). For an

exponential profile this fraction is 99 per cent (+0.01 mag), falling to 82 per cent (+0.22 mag) for

a de Vaucouleurs profile (Blanton et al., 2001).

There is an additional effect due to seeing. A galaxy with a small angular size will have

an apparent profile that approaches the PSF, so the Petrosian magnitude will pick up a different

fraction of the galaxy light than it would in the absence of seeing (Blanton et al., 2001).

For UKIDSS Petrosian magnitudes, it is important to note that there is a limit on the aperture

size. This is imposed due to the relatively small pixel size of the sky subtraction algorithm and

is set to a maximum diameter of 24 arcsec. The Petrosian radius is half the aperture radius, so

the maximum allowed size of the Petrosian radius is 6 arcsec. (To be more precise, the limit on

Petrosian radius is set to 15 pixels for no microstepping or 30 pixels where microstepping has been

used. The precise pixel size in these cases is always a tiny bit over 0.4 or 0.2 arcsec, respectively,

so the Petrosian radius is limited to just over 6 arcsec.) Galaxies which would otherwise have a

larger Petrosian radius are assigned a Petrosian radius of 6 arcsec, and therefore the ‘Petrosian

radius’ and the ‘Petrosian flux’ are underestimates of the true values.

In what follows, corrections are not applied to compensate for the effect of seeing on the

Petrosian magnitudes, or for the different fraction of the galaxy’s flux recovered by the Petrosian

magnitudes for different galaxy types.
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2.4.6 Kron magnitudes and radii

Although not used to generate the results of this thesis, Kron (1980) magnitudes have been widely

used for galaxies. These are provided in the LAS detection table as an alternative to the Pet-

rosian magnitude (Dye et al., 2006), following the definition used in the SEXTRACTOR (Bertin &

Arnouts, 1996) source extraction software. The Kron radius is given by

r1 =
∑
rI(r)∑
I(r)

(2.5)

where the summation is over a two-dimensional aperture (Graham & Driver, 2005). The flux of

the galaxy is then integrated over an aperture with radius kr1 to give the Kron flux, with k = 2

for UKIDSS and k = 2.5 for 2MASS. As with the Petrosian radius, the UKIDSS Kron radius is

limited to 6 arcsec maximum.

According to Graham & Driver (2005), with k = 2 the Kron flux is expected to recover

90.6% of the flux of an exponential galaxy or 87.0% for a de Vaucouleurs profile, corresponding

to magnitude errors of 0.10 and 0.15 mag respectively. However, they note that this is the case only

if the summation in Equation (2.5) is performed to an infinite radius; if the integration ceases at

only a few times the effective radius, then up to half of the galaxy flux may be missed for galaxies

with high concentration (see also Andreon, 2002).

2.4.7 Model magnitudes

There is no direct and reliable way to measure directly the total flux of a galaxy, so the total flux

may be estimated only by extrapolating the measured galaxy profile according to some model.

The SDSS model magnitudes do this using the better of either a de Vaucouleurs or an expo-

nential profile fit to the two-dimensional image, with arbitrary axis ratio and position angle, and

including convolution with the PSF (Stoughton et al., 2002).

Blanton et al. (2005a) provide Sérsic (1968) profile fits to the azimuthally averaged radial pro-

files of SDSS galaxies, giving a measure of the Sérsic index of the galaxies. The Sérsic magnitude

is then obtained by integrating the Sérsic profile in Eqn. (2.3) to infinity. However, using artificial

galaxy images, they find that for galaxies with a large size or a high Sérsic index, the sizes and

fluxes are underestimated by about 10 and 15 per cent respectively. They attribute this bias partly

to the effect of seeing but mostly to uncertainty in the local sky level.

Sérsic profile fits and magnitudes have not yet been implemented for UKIDSS (Dye et al.,

2006).
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2.4.8 Half-light radii

The scale-size of a galaxy is conventionally measured using the radius enclosing half of the total

light, known as the half-light or effective radius and denoted by re. In order to correct for incli-

nation, the half-light radius we would like is the semi-major axis of the elliptical aperture, of the

same ellipticity and position angle as the galaxy, containing half the total flux of the galaxy.

For the LAS, this is estimated (Cross et al., in preparation) using the Petrosian flux, the 13

circular aperture fluxes, the ellipticity and the seeing, all made available in the WSA (the pipeline

does not measure the half-light radius). The total light is estimated by assuming the Petrosian flux

recovers 90 per cent of the total flux. Three half-light radii (HLR) are found: a circular HLR, an

elliptical HLR and then a final HLR that corrects for the effects of seeing.

In the SDSS, the radius of the circular aperture enclosing half the Petrosian flux is provided

in the catalogue, as is the radius of the circular aperture containing 90 per cent of the flux. The

disadvantage of this circular half-light radius is that it varies with a galaxy’s inclination with

respect to the observer.

2.4.9 Surface brightness

Various measures of the surface brightness may be found using different estimates of the galaxy

magnitude and radius: for example, the central surface brightness (related to the detectability of a

galaxy) and the effective surface brightness (of more physical significance).

In general, the mean surface brightness within a certain aperture is given in mag arcsec−2 by

µ = −2.5 log
f

πr2
+ . . . (2.6)

= m+ 2.5 log πr2 (2.7)

where f is the flux (in appropriate units), m is the magnitude and r is radius in arcsec of the

aperture containing the flux.

The mean surface brightness within the Petrosian aperture is given by

µPetro = mPetro + 2.5 log π(2rPetro)2 = mPetro + 2.5 log 4πr2Petro (2.8)

where rPetro is the Petrosian radius.

The half-light, or effective, surface brightness is estimated from the half-light radius by (Blan-

ton et al., 2001)

µe = m+ 2.5 log 2πr2e (2.9)

wherem+2.5 log 2 corresponds to half the total flux. If the half-light radius used is the semi-major

axis, as described above, then the effective surface brightness gives an estimate of the face-on

effective surface brightness, correcting for inclination relative to the observer.
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For an elliptical half-light radius, the mean surface brightness within the half-light ellipse, not

correcting for inclination, is given by

µe,ell = m+ 2.5 log 2πaebe (2.10)

= m+ 2.5 log 2π(1− e)a2
e (2.11)

where ae and be are the half-light semi-major and semi-minor axes respectively, and using the

UKIDSS definition of ellipticity, e = 1 − b/a (Dye et al., 2006). This measure of the surface

brightness is related to the detectability of the object, since it reflects the observed surface bright-

ness of the galaxy rather than the intrinsic (inclination-corrected) surface brightness.

2.5 Spectroscopic galaxy properties

SDSS is a combined photometric and spectroscopic survey, with the imaging survey used to create

a list of spectroscopic targets. When the targets have been chosen, they are assigned to spectro-

scopic fibres for observation with the multi-object spectrograph on the same telescope. The fibres

are positioned in holes drilled in plates, and the plates are tiled for high completeness (Blanton

et al., 2003a).

Some of the target galaxies are not followed up for spectroscopy, either because there are

insufficient fibres to cover all the galaxies in that field, or because the galaxies are separated by

less than 55 arcsec: too close for neighbouring fibres to be positioned (‘fiber collisions’). ‘This

causes about 6 per cent of galaxies to be missed, and these will be biased towards regions with a

high surface density of galaxies’ (Ball et al., 2006).

2.5.1 Spectroscopic target selection

The selection criteria for the SDSS main galaxy sample are described by Strauss et al. (2002).

Star-galaxy separation is achieved by comparing the PSF magnitude with the model magnitude;

if they are very similar then the source is probably a star. As well as various quality control

requirements, there are limits on the fiber magnitude (within a 3 arcsec aperture) of r > 15.0,

g > 15.0 and i > 14.5, to avoid crosstalk between adjacent fibres, and a faint limit of 17.77 for

the r-band Petrosian magnitude (17.6 for the EDR). Low-surface brightness galaxies are excluded

by requiring the Petrosian effective surface brightness to be brighter than 24.5 mag arcsec−2.

2.5.2 Redshifts and classification

The spectroscopic pipeline computes an emission-line redshift (where possible) and an absorption

redshift (by cross-correlating with various templates) and returns the redshift with highest con-
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fidence as the final redshift. A spectroscopic classification (quasar, high-redshift quasar, galaxy,

star, late-type star or unknown) is made based on the cross-correlation with template spectra.

Unreliable redshifts may be excluded by setting constraints on the values of zConf, zStatus and

zWarning.

2.6 Dust

Dust can have a significant effect on the observed properties of a galaxy, due both to dust extinction

within the Milky Way and to dust attenuation within the galaxy itself.

2.6.1 Galactic extinction

Galactic extinction corrections are used throughout, based on the extinction maps of Schlegel

et al. (1998), with UKIDSS incorporating the corrections of Bonifacio et al. (2000). K-band

extinction corrections for the whole LAS DR3 lie in the range AK = 0.0147 ± 0.0098 while

r-band corrections for the SDSS DR5 main galaxy sample lie in the range Ar = 0.0898± 0.0642

(mean and standard deviation).

2.6.2 Inclination dependence

Dust attenuation in galaxies depends on the amount and distribution of the dust, on the rest-frame

waveband and on the inclination at which the galaxy is observed. There are two aspects to this

dust attenuation: the face-on dust attenuation and the inclination-dependent dust attenuation.

Driver et al. (2007b) have investigated these for the B-band MGC. They have shown that dust

has a considerable effect on the shape of the optical luminosity function, and caution that the

effect could still be significant in the near-infrared. To correct for this inclination-dependent dust

attenuation would ideally require good bulge-to-disc decomposition, which is beyond the scope

of this work. I choose here to present results that are not corrected for dust, thus representing

the amount of K-band light that escapes from the galaxy, rather than the amount of K-band light

emitted by the stars in the galaxy (some of which will be absorbed by dust, and some of which

will be re-emitted in the K-band by dust, Driver et al., 2008, fig. 4). However, in estimating the

absolute magnitude of a galaxy the implicit assumption has been made that galaxies emit light in

an isotropic way, which is not the case: a disc galaxy will appear fainter when viewed edge-on

than when viewed face-on, leading to a corresponding under- or over-estimate, respectively, of the

galaxy’s total (attenuated) luminosity. This will lead to a blurring of the LF for disc galaxies, but

less so than at optical wavelengths.
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However, dust must be taken into account when estimating the stellar masses. One way to

proceed with this is to include dust in the models (e.g., Kauffmann et al., 2003).
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Chapter 3

Data: completeness, contamination and

reliability

Il y a sans doute des lois naturelles,

mais cette belle raison corrompue a tout corrompu.

Essential to any statistical analysis is a good understanding of the completeness and reliability of

the sample. Does the sample include all galaxies within certain limits, or is a significant fraction

missing? Are any unwanted objects included, such as stars and imaging artefacts? How reliable

are the measurements of the galaxy properties?

The completeness, contamination and reliability of the LAS sample will be the focus of this

chapter, with the limits on the SDSS sample included towards the end.

3.1 Motivation

Before investigating the LAS data, the possible sources of incompleteness are discussed in this

section, along with methods of modelling the incompleteness.

3.1.1 Possible sources of incompleteness, contamination and unreliability

Completeness

The selection function is the probability of a galaxy being detected, given certain properties, such

as apparent magnitude, surface brightness and angular size. There will be a region of this param-

eter space at which a detection is almost certain, unless there is some random defect in the survey

(bad pixels, etc.). Conversely, there will also be a range of this parameter space in which a detec-

tion is impossible. Between these two regions is a significant ‘grey area’, in which the probability
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of a detection will lie somewhere between zero and unity. We say a sample is complete if the

limits placed on the observable quantities are such that a detection is almost certain for any object

within those limits.

We may group the sources of incompleteness into two categories: systematic incompleteness,

for example, where a galaxy is too faint to be detected, and random incompleteness, where the

incompleteness is not dependent on the properties of the galaxy.

Systematic sources of incompleteness include:

1. Faint surface brightness. For point sources, a sufficiently high signal-to-noise ratio (S/N)

must be achieved in order for the source to be identified. This magnitude limit is dependent

on the PSF and hence on the seeing, since poorer seeing will cause the light from the source

to be distributed over a larger number of pixels, and thus the S/N on each pixel will be

diminished. The faint magnitude limit is thus more accurately related to a limit in peak

surface brightness; when one speaks of a faint magnitude limit for extended sources, this

may not be accurate for low-surface brightness galaxies. If a galaxy is large compared

with the PSF, then the central (peak) surface brightness of the galaxy must exceed a certain

threshold in order for the galaxy to be detected.

2. Small angular size. When it is required that a source be classified as a galaxy rather than a

star, a small angular size may cause the sample to be incomplete. This is because star-galaxy

separation often requires that a source should have a profile significantly different from the

PSF, which will not be the case for very compact galaxies.

3. Failed redshifts. If redshifts are required, then the sample will be incomplete if a galaxy is

not included in the spectroscopic sample. There may be systematic reasons for this, related

to the criteria defining the spectroscopic sample.

These systematic sources of incompleteness will be considered below, and must either be dis-

missed as insignificant or else included explicitly in the analysis. The precise nature of these

constraints will vary from point to point, depending on such factors as seeing, sky brightness, ex-

posure time and image resolution (microstepping). It is conventional to place conservative limits

on the completeness of the sample, in order that this variation in the true limits can be ignored.

Random sources of incompleteness include:

1. Lack of coverage. This is the most obvious and trivial source of incompleteness: if a region

of the sky has not been surveyed, the galaxies will not be detected, and this is assumed

(reasonably, on sufficiently large scales) to be independent of the properties of the galaxies.
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2. Foreground (or background) objects. If a galaxy lies behind a bright star or behind another

galaxy, this may prevent it from being detected, and may also contaminate the measurement

of the foreground object.

3. Bad pixels. A source which would otherwise be a marginal detection may fall below the

detection threshold if there are bad pixels on the detector. (The effect of this is reduced in

UKIDSS by jittering.)

4. Failed redshifts. In addition to the systematic sources of incompleteness due to failed red-

shifts, there will be random incompleteness due to redshifts not being available. This may

occur if that part of the sky has not been observed for spectroscopy, or if there were insuffi-

cient fibres available, or if the redshift could not be determined for some reason.

Assuming these are truly random (i.e., independent of the properties of the galaxy), these need

not be included explicitly in the analysis, except that they will have an effect on the normalization

of the results. (This would not be the case for a clustering analysis, where random sources of

incompleteness do have an effect.)

Contamination

A large sample of galaxies is unlikely to be completely ‘clean’; there may be some non-galaxies

included. The sample may be contaminated by:

1. Stars. In order to separate the galaxies from the stars, there is a balance between complete-

ness and reliability of the sample. If all of the galaxies are to be included, then it is likely

that some stars will be included as well. Double stars are particularly susceptible to this

(Blanton et al., 2005a). Note that this is unlikely to be a problem in this work, since the

galaxies in the sample must be confirmed by their spectra as being galaxies.

2. Asteroids, satellites and planes. These tend to appear in images as straight lines, and may

be classified as galaxies by their photometry. Once again, this is unlikely to be a problem

when the spectra have been obtained.

3. Artefacts. Dye et al. (2006) mention various artefacts that may appear in UKIDSS images.

Since the analysis below requires detection in both SDSS and UKIDSS, as well as SDSS

spectroscopy, it is highly unlikely that the sample will be contaminated by artefacts.

4. Bad deblends of large galaxies. This may result in two or more ‘galaxies’ being detected,

rather than one large galaxy.

These effects need to be kept to a minimum.
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Reliability

An unreliable detection occurs when a genuine galaxy is detected, but the measurements of the

galaxy properties are very poor. Possible sources of unreliable detections include:

1. High surface brightness. A galaxy is detected, but some pixels on the detector are saturated

so a reliable measurement is impossible.

2. Faint apparent magnitude or surface brightness. The overall S/N of the galaxy is low so the

errors on the magnitude are high, resulting in an unreliable measurement.

3. Large angular size. This could lead to problems with deblending or confusion with the sky

subtraction.

4. Peculiar velocities. Low-redshift galaxies may have a peculiar velocity that makes the red-

shift a poor indicator of the distance to the galaxy.

5. Poor deblending. Large galaxies may be deblended, leading to an underestimate of the

galaxy’s flux and size. Even when deblending should be performed, this may not be done

accurately, leading to uncertainty in the galaxy properties.

6. Background (or foreground) objects. If a galaxy overlaps with another object, the flux from

the second object may be combined with the light from the galaxy, thus giving it too high a

flux.

7. Artefacts. Any artefacts in the image that overlap with a genuine galaxy may render its

measurement inaccurate.

Often these problems will evade detection or they may be identified through the galaxy images or

as galaxies with very unusual colours. When unreliable measurements are identified, they can be

included in the analysis, e.g., as lower or upper limits on the galaxy flux, or they may be treated as

non-detections and excluded completely.

When a sample is clearly defined, e.g., by setting a strict magnitude limit, then unreliable

measurements can make a difference to whether a galaxy is included in the sample. For example,

a poor measurement of the galaxy flux can cause a galaxy to cross the faint magnitude limit in one

direction or the other.

3.1.2 Modelling the magnitude uncertainties

The general relationship between uncertainty in flux and uncertainty in magnitude is derived here.

This will be used below, when fitting a function to the uncertainty in magnitude, and in Chapter 6,
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when simulating the effect of magnitude errors on estimation of the luminosity function.

The flux f is defined for this section as follows:1

m = −2.5 log f (3.1)

where m is the magnitude.

The flux is based on the number of counts on a range of pixels on the CCD chip. This is subject

to Poisson statistics, with an uncertainty on the ‘true’ counts of
√
N , where N is the number

of counts recorded. In addition, the uncertainty in the flux will be related to the uncertainty in

the local sky background level. In this section, it will be assumed that the uncertainty may be

approximated by a Gaussian uncertainty in the galaxy flux (rather than in the magnitude).

Assuming the flux is f ±∆f , the magnitude then lies between m− and m+ where

m− = −2.5 log(f + ∆f) (3.2)

and

m+ = −2.5 log(f −∆f) (3.3)

(Note that a symmetrical uncertainty in flux does not translate to a symmetrical uncertainty in

magnitude, due to the logarithm.) The uncertainty could be defined either as ∆m = m −m− or

as ∆m = m+ −m, or as ∆m = (m+ −m−)/2. These respectively give

m−m− = −2.5 log
f

f + ∆f
(3.4)

m+ −m = −2.5 log
f −∆f

f
(3.5)

m+ −m−
2

= −1.25 log
f −∆f
f + ∆f

= −2.5 log

√
f −∆f
f + ∆f

(3.6)

The largest value for ∆m will be given by the most negative logarithm (all three give negative

logarithms). This is the second, since

0 <
f −∆f

f
<

√
f −∆f
f + ∆f

<
f

f + ∆f
< 1 (3.7)

assuming ∆f < f/2. To be conservative, this definition is chosen. Combined with m =

−2.5 log f , which gives f = 10−0.4m, this gives a value of ∆m that satisfies

∆f = (1− 10−∆m/2.5)f (3.8)

= (1− 10−∆m/2.5)10−0.4m (3.9)

1”Maggies” in KCORRECT (Blanton & Roweis, 2007) terminology.
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Estimating the Poisson uncertainty from the flux itself, we have ∆f ∝
√
f (noting the arbitrary

normalization of f ), or ∆f = α
√
f , where α is a constant. (For bright sources, the fractional

uncertainty, ∆f/f , tends to zero.)

From the largest value of ∆m above, combined with ∆f = α
√
f , the magnitude error is given

by

∆m ≡ m+ −m = −2.5 log(1− αf−1/2) (3.10)

= −2.5 log
(
1− α100.2m

)
(3.11)

= −2.5 log
(
1− 10(m+5 log α)/5

)
(3.12)

This breaks down for α100.2m > 1, or m > 5 log(1/α). For example, with α = 10−4, this

definition of the error will break down for m > 20. This relation will be used in the following

section and in Fig. 3.1.

3.2 Repeat observations in the LAS

In any one of the LAS bands, a significant number of sources will be observed more than once,

where adjacent frames overlap. When the frames are seamed together, one of these observations is

selected as the primary observation, to enable a seamless sample to be obtained, but the secondary

observations are also included in the catalogue. These duplicate observations are examined in

Section 3.2.1. The effect of deblending in the four LAS bands, Y JHK, is then investigated in

Section 3.2.2.

3.2.1 Sources observed more than once in the K-band

The LAS was searched for sources in the overlap regions with duplicates, using the lasSource-

Neighbours table in DR2+. Searching for pairs of sources where the first was the primary detection

yielded 498 016 pairs with Petrosian magnitudes, no error flags and separation of less than 0.6

arcsec. Requiring the closest secondary detection (thus including each primary object no more

than once) reduced the sample to 467 519 pairs, of which 248 305 are consistently classified as

galaxies (kClass = 1).

These pairs of sources can be very useful for investigating completeness, contamination and

reliability of the catalogues. Here they are used to estimate the errors on the Petrosian magnitudes

and to estimate the completeness as a function of Petrosian magnitude.
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Figure 3.1: Magnitude error estimated from repeat observations of 248 305 galaxies in the LAS.

Shown in red are the median and curves showing σm = σ∆m/
√

2 where σ∆m is estimated as

σ∆m ' 1.4826 × MAD, all estimated in 50 independent bins. The smooth green curves show

the Poisson-type errors expected for α = 10−4 while the black curves show the median catalogue

errors (in 50 bins), unaltered (solid line), and when summed in quadrature with Poisson-type errors

for α = 10−4.1 (dashed line). Points to the left of the black dotted lines correspond to galaxies

with both magnitudes brighter that the completeness limit (here set to K = 16: see main text).

Magnitude errors

The catalogue provides magnitudes and uncertainties in these magnitudes. Repeat observations

make it possible to assess the accuracy of the catalogue errors.

Assuming the observed magnitude, m, is drawn from a normal distribution with mean equal

to the true magnitude, mt, and variance σ2, m ∼ N(mt, σ
2), then the difference between two

observed magnitudes, y = m1 −m2 will be drawn from a probability distribution,

g(y) =
∫ ∞

−∞
f(m2 + y)f(m2) dm2 (3.13)

where f(m) is the probability of observing magnitude m. Then g(y) will be a normal distribution

with mean 0 and variance 2σ2. When comparing repeat observations to estimate σ2, it is necessary

to include this factor of 2.

Figure 3.1 shows the variation in KPetro over repeat observations of the same galaxy as a

function of the mean Petrosian magnitude, which is taken as an estimate of the true magnitude of
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the galaxy. Also plotted are the median and an estimate of the standard deviation based on the

MAD (Median Absolute Deviation), MAD = medi (|xi−medj (xj)|), which is a robust measure

of the variation in the presence of outliers. Poisson-type errors are shown for comparison using

Equation (3.11).

Poisson-type errors with α = 10−4 give a good fit (by eye) to the observed magnitude errors

out to K ' 16.5. (This corresponds to magnitude errors of around 0.19 mag at K = 16.) This

reflects the effective Poisson errors due to detector counts, sky subtraction, galaxy shape, surface

brightness profile, etc. At fainter magnitudes, incompleteness renders this method inappropriate,

as it cannot be assumed that faint galaxies will be detected in two separate observations.

Note that the catalogue magnitude errors are approximately accurate when added in quadrature

to Poisson-type errors with α = 10−4.1. This may be used to estimate the true magnitude uncer-

tainty from the value given in the catalogues. The correction ranges from a factor 3.5 increase on

the catalogue errors at K ' 12 to a factor 1.5 increase at K . 16.

Completeness

It is possible to use the overlap regions between LAS frames to estimate the completeness. Given

a detection of a galaxy with magnitude K in one frame, what is the probability that this galaxy

will also be detected in the overlapping frame?

TheK-band regions of the LAS DR2+ comprise 9724 frames. The boundaries of these frames

were obtained from the currentAstrometry table in order to investigate the geometry of the survey

area. The frames were found to cover a total area of 526.1 square degrees, 87.0 square degrees of

which lie in the 34 011 overlap regions between frames, so the actual area of the survey is 439.1

square degrees.

Assuming the number of sources in existence with magnitude between m and m + dm, per

unit solid angle, is given by ρ(m) dm. Then, assuming that whether or not a source is detected

depends only on its magnitude, the differential number counts detected over a solid angle A1 will

be n1(m) = A1ρ(m)p(m), where p(m) is the probability that a source of magnitude m will be

detected. Note that for A1 a non-seamless sample is used, treating the frames as distinct.

For sources that have been observed twice, the number counts will be

n2(m) = A2ρ(m)(p(m))2 (3.14)

where A2 is the total area of the overlap regions. Note that a fraction (∼ 7 per cent) of the overlap

area has been imaged more than twice. In these regions, the probability of a repeat observation

(twice or more than twice) is increased.
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Duplicate sources in the LAS are flagged as either primary (priOrSec = frameSetID) or sec-

ondary (priOrSec> 0 and priOrSec 6= frameSetID), whereas non-duplicate sources are not flagged

at all (priOrSec = 0). It is therefore possible to select those sources that have been observed more

than once in repeated observations by requiring priOrSec > 0. The sources for n1(m) are selected

with no constraint on priOrSec, while the sources for n2(m) require a primary detection (priOrSec

= frameSetID), indicating that a repeat detection has been made. One count is made for all objects,

while another is made requiring classification as a galaxy (kClass = 1).

The completeness is given by p(m), which may be found by

p(m) =
ρ(m)(p(m))2

ρ(m)p(m)
=
n2(m)/A2

n1(m)/A1
(3.15)

This is subject to Poisson errors, and (setting q ≡ n2/n1) has variance

Var(p) =
(
A1

A2

)2

Var
(
n2

n1

)
(3.16)

=
(
A1

A2

)2
((

∂q

∂n2

)2

Var(n2) + 2
∂q

∂n2

∂q

∂n1
cov(n2, n1) +

(
∂q

∂n1

)2

Var(n1)

)
(3.17)

=
(
A1

A2

)2( 1
n1

2 Var(n2)− 2
1
n1

n2

n1
2 cov(n2, n1) +

n2
2

n1
4 Var(n1)

)
(3.18)

Given that the objects in the overlap regions are also contained in the whole sample, there is a

non-zero covariance between n1 and n2. Writing n1 = n+n2 and noting that n2 and n are almost

independent, the covariance is given by

cov(n2, n1) = n2n1 − n2.n1 (3.19)

= n2(n+ n2)− n2.(n+ n2) (3.20)

= n2n+ n2
2 − n2.n− n2

2 (3.21)

= cov(n2, n) + Var(n2) (3.22)

' Var(n2) (3.23)

Taking Var(n2) = n2 and Var(n1) = n1, and estimating n2 as n2 and n1 as n1, Equation (3.18)

becomes

Var(p) =
(
A1

A2

)2( 1
n2

1

n2 − 2
1
n1

n2

n2
1

n2 +
n2

2

n4
1

n1

)
(3.24)

=
(
A1

A2

)2 n2

n1

(1− n2/n1)
n1

(3.25)

There is an additional complication in that sources cannot be detected arbitrarily close to the

edge of a frame. In the analysis here, sources flagged as being close to the edge of the frame have

been removed (as have sources flagged as deblended). This occurs when the source lies within a
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jitter plus a microstep plus twice the default aperture radius (2× 2 arcsec= 4 arcsec) of the frame

boundary.2

Consider the overlap region between two adjacent frames. These typically have a width of

approximately 40 arcsec. One side of the region will be close to the edge of one frame, while the

other side will be close to the edge of the other frame. The image quality is worse at the edge of

a frame, so at either side of the overlap region, the probability of a repeat detection of a source

is less than it is in the middle. The typical padding on a frame is around 10 arcseconds, so only

around half of the overlap region is free from this effect.

One would ideally like to identify those regions not close to the edge of either frame. However,

this is impossible using the priOrSec value alone, and it would be highly non-trivial to select repeat

observations explicitly by position.

As an imperfect solution, each frame is given a padding of 4 arcsec. With this 4 arcsec padding,

the total area (A1) is 516.05 square degrees, with 75.81 square degrees (A2) of overlap in 33 965

regions. This corresponds to a non-overlapping survey area of 440.24 square degrees. The padding

on each frame will always be larger than this, so this simplification has the effect that A1 will be

slightly overestimated. The effect on A2 is less easy to judge. This is because only the primary

detection is required to be a good distance from the edge of the frame. If the repeat detection

occurs at either side of the overlap region, then its primary detection will not be flagged as close to

the edge of the frame, since the detection that is close to the frame edge will not be chosen as the

primary. SoA2 may be significantly underestimated, although the probability of a repeat detection

will not be uniform across the area.

It was noted above that an assumption has been made that the overlap regions are imaged

twice, and not more than twice. However, some overlap regions are imaged three, four, five or

six times. With the sample from the beginning of this section (slightly different from the sample

used here), it is possible to quantify this effect. When investigating the magnitude uncertainties,

it was found that of 498 016 repeat observations of primary sources, there were 467 519 distinct

primary sources. In total, there are 54 618 pairs consisting of a primary detection and two or

more secondary detections. These pairs consist of 24 121 distinct primary detections, leaving

30 497 extra pairings (∼ 7 per cent of 467 519), which were discarded from the earlier analysis.

Of the 24 121 distinct primary detections with two or more counterparts, 18 079 (75%) have two

counterparts, 5 803 (24%) have three, 144 (0.6%) have four, and 95 (0.4%) have five. This will

have an effect on the normalization of the completeness results, but the effect on the general shape

is likely to be very small.

2http://surveys.roe.ac.uk/wsa/ppErrBits.html#Source_image_close_to_frame_boun

http://surveys.roe.ac.uk/wsa/ppErrBits.html#Source_image_close_to_frame_boun
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Figure 3.2: Completeness as a function of magnitude, estimated through repeat observations in

overlap regions in the LAS, for all objects (blue), and for those objects classified as galaxies (green;

kClass = 1). The normalization over the whole range has been adjusted to give approximately unity

for 14 < KPetro < 15.5.

Figure 3.2 shows the completeness as a function of magnitude, found through Equation (3.15).

It can be seen that objects fainter than K = 16 are incompletely sampled in the LAS. It appears

that objects brighter than K ' 12 are also incompletely sampled, possibly due to deblending,

mis-classification, or large angular size resulting in a failure to match between repeat observations.

Also a factor at bright magnitudes would be artefacts, which would not show up in repeat obser-

vations, and which would give the impression that the completeness is worse than it actually is.

The curves have been normalized down to reach unity (on average) between 14 < KPetro < 15.5

to compensate for various weaknesses of the method. However, despite these weaknesses, there is

clear evidence for incompleteness at K > 16.

3.2.2 Effect of deblending in YJHK

During the course of this work it became apparent that a significant number of galaxies had ab-

normally bright Petrosian magnitudes. With the introduction of the ppErrBits quality control flags

in UKIDSS DR2 (see Section 2.3.3), it was found that this effect was caused by galaxies which

had been flagged as being deblended. In this section the effect of deblending on the apparent

magnitudes is investigated for sources observed in the four LAS bands.
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Deblending takes place when the source extraction algorithm identifies two or more sources

that overlap in the image. Two sources are considered to be overlapping if the lowest isophotes rel-

ative to the sky encompass both of the sources. In this case, the flux from the area of overlap must

be apportioned appropriately to each of the sources. The method used for UKIDSS deblending is

based on that of Irwin (1985) (Lawrence et al., 2007).

Several factors may affect whether two neighbouring sources are deblended.

1. With shallow imaging it is not possible to probe faint isophotes, so two neighbouring sources

are less likely to require deblending, since the faintest observed isophotes are less likely to

overlap. This means that deblending will occur more often for deeper imaging.

2. A higher image resolution (using microstepping in UKIDSS) would also affect whether two

sources need deblending, as the higher resolution may prevent the isophotes from overlap-

ping.

3. Poorer imaging may prevent deblending from taking place if one of the sources is difficult

to detect. In this case, the second source will not be detected at all and its light will be

included in the flux from the first source (source confusion). The flux from the first source

will therefore be slightly overestimated.

Given two observations of the same source, only one of which is flagged as deblended, it follows

that one would expect the deblended observation to return a flux that is similar to, or slightly

fainter than, the non-deblended observation.

In the four LAS bands, deblending is performed independently; for example, a galaxy with a

close neighbour may be deblended in Y but not deblended in H . This fact may be used to test

whether the deblending algorithm is working correctly. If there is a problem with the algorithm,

this is likely to show up in the colours of galaxies that have been deblended in one band but not in

the other.

The lasYJHKsource table was queried for all sources that are detected in all four bands and

that have ppErrBits in each band set either to 0 (no quality control issues) or 16 (deblended). Ap-

proximately 5 per cent of sources are flagged as deblended in one or more bands. Four magnitudes

were selected: AperMag3 (2 arcsec diameter), AperMag7 (8 arcsec), AperMag13 (24 arcsec) and

PetroMag (Petrosian), although only the results for AperMag13 and PetroMag are shown here.

For each pair of bands (six colours, Y − J , Y −H , etc.), the sources were divided into four

groups:

1. Not flagged as deblended in either band,
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2. Flagged as deblended in the redder band only,

3. Flagged as deblended in the bluer band only,

4. Flagged as deblended in both bands.

A colour-magnitude diagram was then created for all colours and for the four different magnitudes.

Fig. 3.3 shows the colour-magnitude diagrams for the 24 arcsec diameter fixed-aperture mag-

nitudes and the six colours. From the effects discussed above, the expectation is that the sources

deblended in the redder band only should be slightly bluer on average, since some will have too

much flux in the bluer band due to source confusion (blue contours) and that the sources deblended

in the bluer band only should be slightly redder on average (red contours). Sources deblended in

both bands should lie in a similar region to the non-deblended sources. These trends are seen for

all six colours, suggesting no problems with the deblending algorithm.

Fig. 3.4 shows the six colour-magnitude diagrams for the Petrosian magnitudes. The same

trend is to be expected as for the fixed-aperture magnitudes. However, the opposite trend is seen

for the Y -, H- and K-bands. For example, if a source is deblended in Y but not deblended

in H , its Petrosian magnitude is found to be much brighter (rather than fainter) in Y , and vice

versa. Moreover, the brightest Petrosian magnitudes in any band are those of sources flagged as

deblended.

It seems conclusive that the deblending algorithm is not working correctly for the Y -, H-

and K-band Petrosian magnitudes. The deblending algorithm appears to be making the sources

significantly brighter.

The J-band appears to be unaffected by this problem. This could be because the J-band data

are microstepped so a different algorithm is being used. In the other bands, microstepping is never

employed for the Y -band, but in the EDR the H- and K-band data were microstepped. If this is

the reason why the J-band data are unaffected, then the Y -band should be more strongly affected

than the H- and K-bands. This appears to be the case, from the Y −H and Y −K panels of Fig.

3.4, where the red contours (deblended in Y only) are offset more strongly than the blue contours

(deblended in H or K only).

3.3 Comparison with deeper imaging: UKIDSS DXS

In UKIDSS DR2 there is a small area of just over a square degree with coverage in both the LAS

and the DXS (Deep Extragalactic Survey) VIMOS 4 field.3 This makes it possible to compare

3This analysis was performed before DR3 was available and at a time when the proposed K-band magnitude limit

was K < 15. The overlap region is the same between DR2 and DR3, but the overlap region in DR4 is more than three
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Figure 3.3: Colour-magnitude diagrams illustrating the effect of deblending on the 24 arcsec

diameter fixed-aperture magnitudes. The shaded regions show the distribution of sources that are

not flagged as deblended in either band, with a darker shade of grey indicating a lower density of

sources. Blue contours show the density of sources that are deblended in the redder band only,

red contours correspond to sources deblended in the blue band only, while the green contours are

for sources deblended in both bands. If the deblending algorithm works, the blue contours should

be slightly bluer than usual, the red contours should be slightly redder than usual, and the green

contours should have similar colours to the shaded regions.
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Figure 3.4: As Fig. 3.3 but for Petrosian magnitudes.



50

the LAS photometry with deeper K-band imaging, without needing to be concerned about many

systematic effects (same camera, same telescope, same filter, same pipeline). In the LAS, this

region is imaged inK only; in the DXS it is covered in J andK.4 This region is used to investigate

the completeness of the LAS sample and the accuracy of the photometric measurements.

The database was queried for all sources in this region5 in the LAS or the DXS with K-band

detections and K-band Petrosian magnitudes brighter than 15.5 mag (or no Petrosian magnitude),

requiring a seamless sample. This yielded 3020 LAS sources and 9222 DXS sources. The two

tables were then cross-matched within a radius of 2 arcsec giving 2414 matched sources. De-

redenning corrections have not been applied to the magnitudes in this sample.

Figure 3.5 shows a comparison of the quality of imaging, while the distances between the LAS

source and the closest match in the DXS are shown in Fig. 3.6.

Table 3.1 shows the resulting numbers of sources, in the LAS, DXS or in the cross-matched

sample, with various criteria applied to the samples. There is a higher density of sources in the

DXS and fainter isophotes are probed, so deblending will be invoked more often than in the LAS.

This may explain the sharp drop in the number of DXS sources found when ppErrBits = 0 is

required.

3.3.1 Completeness

Considering the 327 sources detected in the DXS as galaxies (kClass = 1) with Petrosian magni-

tudes and no quality control flags, there are 132 with KPetro,DXS < 15. The sample is restricted

in this way because there may be sources with 15 < KPetro,DXS < 15.5 but KPetro,LAS > 15.5,

which would be excluded from this sample, and hence would bias the estimate of completeness.

The sample is further limited by requiring Petrosian radius not to be clipped at 6 arcsec (30 pixels

in the DXS), reducing the sample to 130.

Figure 3.7 shows the fraction of DXS galaxies detected in the LAS, as a function of DXS

Petrosian magnitude. There is one source not detected at all, and a further seven sources detected

in the LAS, but either having error flags set or not classified as galaxies.

From the DXS image for the one source not detected in the LAS, it was clearly a source

times as large.
4The DXS imaging for deep stacks in DR2 was not as good as it should have been; it was inadvertently processed

using an older version of the CASU extractor. According to the WSA (http://surveys.roe.ac.uk/wsa/

releasehistory.html, release note for 11 June 2007), ‘This version overestimates the background noise, so the

faintest objects are not extracted. The magnitude limit is approximately 0.1 magnitudes too bright.’ However, this

makes little difference to the analysis here, since it is still much deeper than the LAS.
5Precise boundaries are 334.9464237◦ < RA < 335.7010139◦ and −0.1686847◦ < dec < +1.4005635◦,

excluding the region with RA < 334.9992479◦ and dec > 0.5138042◦.

http://surveys.roe.ac.uk/wsa/releasehistory.html
http://surveys.roe.ac.uk/wsa/releasehistory.html
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Figure 3.5: K-band images of galaxies seen both in the LAS (left-hand panels) and in the DXS

(right-hand panels). The galaxies are drawn from the main LF sample, requiring matches to SDSS

spectroscopic galaxies. The cross-hairs show the location of the source in the LAS.

Figure 3.6: Separation between the closest matches between the LAS and the DXS in the overlap

region.
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Figure 3.7: Completeness of the LAS, showing the fraction of DXS sources detected in the LAS

as a function ofKPetro,DXS. The 130 DXS sources are chosen to have no error flags,KPetro,DXS <

15, classified as galaxies and not having their Petrosian radius clipped (at 30 pixels). (One source

has KPetro,DXS brighter than 13 mag and is not shown here; this source is also detected in the

LAS.) The black histogram shows the fraction of sources with any detection (with KPetro < 15.5)

in the LAS while the red histogram shows the fraction of sources detected in the LAS with no error

bits, Petrosian magnitudes and classified as galaxies (kClass = 1). The numbers on the histograms

show the number of sources not detected in the LAS.
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Table 3.1: Sources detected within the overlap region of LAS and DXS, as described in the text.

Galaxies are identified using kClass = 1. Note that when stricter conditions are applied to the

sample (e.g., galaxy), these conditions are not applied when a non-detection is indicated. For

example, ‘LAS only’ for the row marked ‘+ galaxy’ means that there is no corresponding source

in the DXS, whether classified as a galaxy or not. ‘TOTAL’ is given by LAS + DXS − Both.

LAS DXS Both LAS only DXS only TOTAL

All 3020 9222 2414 606 6808 9828

+ galaxy 1088 4668 604 425 4047 5152

+ KPetro > 0 2684 3539 2228 398 1262 3995

+ galaxy + KPetro > 0 824 1407 479 258 877 1752

no ppErrBits 2247 2704 1468 217 1202 3483

+ galaxy 610 536 274 109 250 872

+ KPetro > 0 2222 1596 1468 192 94 2350

+ galaxy + KPetro > 0 603 327 274 102 41 656

no ppErrBits, KAper3 > 0 2247 2572 1468 217 1070 3351

+ galaxy 610 536 274 109 250 872

(galaxy), so it was not immediately obvious why it was not in the LAS. Looking at LAS images

for that location, there was a source, but an error in the seaming process meant that the source

was not included in the seamless catalogue. The DR2 LAS was subsequently re-seamed to rectify

this.6

The remaining seven are as follows: four classified as stars in the LAS, two flagged as lying

within a dither offset of the stacked frame boundary and one flagged as deblended. The four

LAS stars are all quite possibly stars, from the DXS images, and the others do not reflect genuine

incompleteness in the LAS (over 25 per cent of LAS sources in the overlap region have one or

more error flags set).

Although the matched sample is very small, no evidence for incompleteness to KPetro < 15

has been found.

3.3.2 Sources in both LAS and DXS

In this section, the 2228 sources in both LAS and DXS with 0 < KPetro < 15.5 will be considered.

Requiring further that there are no error flags set (kppErrBits = 0), the sample is reduced to 1468

6http://surveys.roe.ac.uk/wsa/releasehistory.html, release note for 3 July 2007

http://surveys.roe.ac.uk/wsa/releasehistory.html
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Table 3.2: kClass value for 1468 galaxies in both LAS and DXS with 0 < KPetro < 15.5 and no

error flags. The two surveys differ in their classification for 45 sources (3 per cent).

kClass LAS

DXS Star (-1) Noise (0) Galaxy (1)

Star (-1) 1149 8 27

Noise (0) 0 0 1

Galaxy (1) 9 0 274

objects (the same sample is obtained by requiring KKron > 0 or KaperMag3 > 0).

Classification

UKIDSS sources are classified in each band separately and then in the merged table, once sources

detected in the individual bands have been matched. For each individual band, there is a con-

tinuous classification (classStat) and a discrete classification (class), with each source labelled as

either a star, galaxy, probable star, probable galaxy, noise or saturated. For the merged tables,

the same is true, with a continuous classification (mergedClassStat) and a discrete classification

(mergedClass). However, in the LAS the overlap region is imaged in K only, so the K-band and

merged classifications are identical. The DXS is imaged in J and K in this region, so in general

the kClassStat will not be equal to mergedClassStat. This is the case for the 6927 DXS sources

which also have an J-band detection; however, for the 2295 DXS sources with K-band detections

only, the kClassStat and mergedClassStat are equal. For consistency of results, only the K-band

classifications will be considered.

The discrete classification generally follows the continuous classification, but may be over-

ridden by other photometric or morphological factors, for example, the ellipticity or whether the

object is near saturation.

Fig. 3.8 shows the continuous LAS and DXS kClassStat for the 1468 objects and demon-

strates that the K-band classification in the LAS shows no evidence of being less reliable than the

equivalent in the DXS.

Table 3.2 shows how the LAS and DXS discrete classifications compare with each other. There

is general agreement between the two surveys, except that of the 302 sources (out of 1468) with

kClass set to galaxy in the LAS, 28 (9 per cent) are classified otherwise in the DXS K-band

classification (27 are classified as stars and 1 as noise).

From a visual inspection of DXS images of the 28 sources which may have been misclassified
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Figure 3.8: K-band continuous star/galaxy classification for the DXS and LAS in the overlap

region, showing the 1468 sources with 0 < KPetro < 15.5 and no error flags. The objects

are classified in the discrete classification as stars if −2 ≤ kClassStat ≤ 3 and as galaxies if

kClassStat ≥ 3, except for 23 sources in the LAS and 24 sources in the DXS (45 in total) where

the classification does not follow this rule, due to other factors. These objects are coloured red in

the plot. A different, but substantially similar, set of 45 objects is classified differently in the two

tables. These are coloured green in the plot, and are drawn above the red dots, where an object

would fall into both of these groups. The separations for these objects are less that 0.25 arcsec,

making it unlikely that a mismatch has caused a disagreement over the classification. Overall, for

97 per cent of the objects, the discrete classification is the same in both LAS and DXS.



56

by the LAS, it is clear that the majority are indeed stars, often in regions with a very high density of

sources or overlapping with other background sources. The conclusion is that a sample of galaxies

selected using LAS kClass alone is likely to be contaminated with between 5 and 10 per cent being

stars.

Further investigation could be made into the completeness of the LAS galaxy sample, since 9

sources are classified as galaxies in the DXS but as stars in the LAS. However, the incompleteness

appears to be small, and since the kClass is not used to define the sample used later in this thesis,

this is not important at this stage.

Photometry

Given the sample of 283 galaxies (kClass = 1) in the DXS (see Table 3.2), and excluding two

sources which have maximum radii (15 pixels in LAS or 30 pixels in DXS; two sources in LAS,

one of which has maximum radius in DXS as well), this leaves 281 galaxies for further analysis.

Figure 3.9 shows a comparison of various quantities between the two surveys. Assuming,

for the time being, that the DXS quantities are accurate, it follows that the LAS Kron quantities

are very unreliable, perhaps because of difficulties in determining the Kron radius. However, the

Petrosian quantities are much better, with a mean offset between LAS and DXS (for KLAS < 15)

of 0.0120 mag, and a standard deviation of 0.1407 mag. Based on the median absolute deviation

(MAD), which is more robust against outliers, the standard deviation is estimated to be 0.0676 mag

(median magnitude 14.67). This is somewhat smaller than the uncertainty estimated from repeat

observations (0.0975 mag at magnitude 14.67). However, the sample size used for the comparison

with DXS is small (125 galaxies in this particular sub-sample) so the results are broadly consistent

between the two methods.

Deblending

It was found in Section 3.2.2 that sources deblended in the LAS had their Petrosian fluxes over-

estimated. If the DXS is unaffected by these problems then it would be possible to estimate the

magnitudes of deblended LAS galaxies.

From Table 3.1 it can be seen that deblending is a significant factor. 6518 (9222− 2704) DXS

sources have at least one quality control bit flagged, and 5794 (57 per cent of the DXS sample)

are flagged as deblended. There are 479 objects with KPetro > 0 in both surveys and flagged as

galaxies in both surveys, of which 274 are free from post-processing error bits in both surveys.

Considering the 205 sources (479− 274) with KPetro > 0 in both surveys and flagged as galaxies

in both surveys, but flagged with post-processing error bits in at least one of the surveys, there are
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Figure 3.10: Number counts as a function ofK-band Petrosian magnitude for LAS (left) and DXS

(right) for sources flagged as deblended in the DXS but not in the LAS (red histogram) compared

with sources not flagged as deblended in either (blue histogram).

163 with the deblending flag set in DXS but not set in LAS. 9 of these 163 have other flags set in

one or both surveys, so 154 are considered further.

Figure 3.10 shows the Petrosian magnitudes for these 154 objects flagged as deblended in the

DXS and in the LAS and for 274 sources not flagged as deblended in either survey. When the

deblending algorithm is invoked in the DXS, the galaxy is likely to appear much brighter, as can

be seen from the red histograms. This is the same problem as was found for deblending in the

LAS.

Ideally, one would like to find a deep sample that has been deblended well and compare this

with the LAS, which has been deblended badly. It could then be seen what fraction of galaxies

(within a certain range in ‘true’ apparent magnitude) has been deblended badly.

3.4 Completeness and reliability of UKIDSS quantities

In this and the following sections, limits on the sample are estimated, within which the sample

is assumed to be of uniform completeness, and within which the quantities are assumed to be

sufficiently reliable.

3.4.1 Deblending

A significant fraction of the LAS sample is affected by deblending. This will affect the complete-

ness of the sample, but, given the resultant uncertainty in the Petrosian magnitude and radius, it is

not possible to quantify how this completeness varies as a function of ‘true’ apparent magnitude. It

is assumed that deblending has an effect on the overall completeness, independent of the galaxy’s

intrinsic properties. The possible effect of this assumption on the final results will be examined in

Chapter 4.
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Figure 3.11: K-band number counts for the full DR3 LAS sample, requiring a seamless sample,

with no quality control error bits flagged. The black (upper) lines show the number counts for the

whole sample (15 079 199 objects), while the red (lower) lines are for sources classified as galaxies

(kClass = 1; 9 962 258 objects). The upper panel shows the number of sources as a function of de-

reddened Petrosian magnitude, while the lower panel shows the same data divided by a Euclidean

slope with arbitrary normalization.

3.4.2 Apparent magnitudes and number counts

In Section 3.2.1 a completeness limit for the LAS of K < 16 was estimated from repeat ob-

servations, with magnitude errors of around 0.19 mag at K = 16, also estimated from repeat

observations.

Tests have been run on the pipeline by CASU7 to estimate the quality of the pipeline outputs.

In terms of completeness, they find a magnitude limit of K = 18.4 for 50 per cent completeness

for stars, the limits for galaxies being approximately 1 magnitude brighter.

Fig. 3.11 shows the number counts as a function ofK-band Petrosian magnitude for the whole

UKIDSS LAS DR3. Incompleteness in the galaxy number counts becomes apparent fainter than

K = 16, as evinced by a departure from the Euclidean slope, so the sample is limited to K < 16.

In order to estimate the volume probed, for the luminosity function estimate, it is important

to consider both the faint and bright magnitude limits (Johnston et al., 2007). In this work, there

are other constraints on the low-redshift visibility of the galaxies, for example, the limit in large

7http://casu.ast.cam.ac.uk/documents/wfcam/simulations/index/view

http://casu.ast.cam.ac.uk/documents/wfcam/simulations/index/view
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radius. No bright limit has been applied in the K-band; adding a limit as strong as K > 13 has a

barely noticeable effect.

3.4.3 Size

As discussed in Section 2.4.5, there is a limit on the Petrosian radius of 6 arcsec. This means that

any source with a true Petrosian radius greater than 6 arcsec will have its radius clipped at this

value, and the quantity labelled as the Petrosian magnitude will in fact be an underestimate of the

Petrosian flux.

To avoid complication, I have set a large radius limit, requiring the Petrosian radius to be less

than 6 arcsec. It is worth noting that a significant fraction of the sample (6683 out of 43 939) have

their Petrosian radii clipped at 6 arcsec. Including this limit explicitly has a negligible effect on the

results, but it is likely to be significant when investigating the very low-redshift and low-luminosity

galaxy population.

No small radius limit has been set, as the problem of misclassifying galaxies as stars is thought

to be negligible in SDSS (Blanton et al., 2001), and no independent classification is required in

the K-band.

3.4.4 Surface brightness

Tests on the UKIDSS source extraction (Cross et al., in preparation) suggest that, for a de Vau-

couleurs profile, galaxies with effective surface brightness fainter than 19.5 mag arcsec−2 are likely

to have their fluxes and sizes underestimated. For well-defined sample limits, a cut in surface

brightness should be imposed at that value. However, when investigating the space density of

galaxies with high surface brightness, this limit can be safely ignored, since for the vast majority

of the sample, the faint magnitude limit in r provides a stronger constraint on the visibility of the

galaxy. So in order to include at least some low-surface brightness galaxies in the analysis, a limit

of µe,K < 21 mag arcsec−2 is chosen.

The combined limits in K-band Petrosian magnitude and Petrosian radius will impose a limit

on the effective surface brightness for each galaxy. For Sérsic (1968) indices n between 1 and

4, the Petrosian radius is approximately twice the effective radius (Graham et al., 2005), so the

faintest effective surface brightness will be given by

µe,K ' 16 + 2.5 log 2π(6 arcsec/2)2 (3.26)

= 20.38 mag arcsec−2 (3.27)

using the limits in Petrosian magnitude and radius described above. Fainter than this, there is a
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Figure 3.12: K-band Petrosian magnitude and surface brightness, showing galaxies from an

earlier version of the LF sample, with a magnitude limit of K < 15. Contours show the number

density of galaxies. The thick black line shows the limit on Petrosian radius.

sharp decrease in the number counts as a function of surface brightness. One can therefore expect

to find significant incompleteness at low surface brightness.

Given the large-radius limit, there is a relation between the faint limit on Petrosian surface

brightness (mean surface brightness within the Petrosian aperture) and the bright magnitude limit:

µPetro,K = KPetro + 2.5 log 4πr2Petro (3.28)

= KPetro + 2.5 log 4π(6”)2 (3.29)

= KPetro + 6.64 (3.30)

This is illustrated in Figure 3.12, which clearly shows the importance of including radius in the

multivariate luminosity function: if any of the galaxies near the thick black line were significantly

closer to us, they would not be included in the sample, so they are close to zmin, the minimum

redshift at which they could be observed. It can also be seen that the limit in radius provides a

much stronger constraint on the sample than the constraint provided by the faint surface brightness

limit.

The limits on surface brightness will further be affected by the faint r-band magnitude limit;

this will be discussed in Section 5.1.2.
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3.5 Completeness and reliability of SDSS quantities

3.5.1 Spectroscopic target selection

The SDSS spectroscopic target selection criteria, discussed in Section 2.5, may introduce some

incompleteness into the sample. Some very compact galaxies may be misclassified as stars, since

galaxies are defined as objects for which ∆SG ≡ rPSF − rmodel ≥ 0.3 (Strauss et al., 2002).

Blanton et al. (2001) use a division of 0.242 rather than 0.3. They argue that extremely few

galaxies will be excluded in this way, and their fig. 3 suggests that a cut at 0.3 will have a similarly

small effect.

A small incompleteness will be introduced as a result of the SDSS ‘fiber collisions’; the effect

of this will be discussed in Section 4.1.

3.5.2 Apparent magnitudes

The faint magnitude limit (after Galactic extinction corrections have been applied) for the majority

of the SDSS sample is r < 17.77. However, some of the early observations used a brighter limit to

define the spectroscopic sample. A significant fraction of the LAS survey area overlaps with these

earlier SDSS fields so, following Blanton et al. (2001), we use a faint magnitude limit of 17.6 in

r.

Bright limits are applied to the SDSS fiber magnitudes, since the spectroscopic sample requires

these to be fainter than 15 in g and fainter than 14.5 in i (Strauss et al., 2002). These, however,

have no effect on our results, since the strongest constraint on the low-redshift visibility of each

galaxy is generally the large radius limit.

3.5.3 Surface brightness

The SDSS main galaxy sample has a limit of µe,r ≤ 24.5 mag arcsec−2 (Strauss et al., 2002).

This limit is taken into account here, although it has a negligible effect on our results. Very few

galaxies in our sample have µe,r > 23 mag arcsec−2, so we assume the limit in SDSS surface

brightness adds no further incompleteness to the sample, once the magnitude limits in r and K

and the surface brightness limit in K have been considered.

Blanton et al. (2003b) have investigated the completeness of the SDSS sample at low surface

brightness. They find 50 per cent completeness at µe,r = 23.36 mag arcsec−2. Correcting for this

incompleteness, the effect on the luminosity function is small and only noticeable at the faint end,

where the sample used here is already affected by incompleteness in K-band surface brightness.
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3.5.4 Redshifts

In this work, it is assumed that, within the redshift limits, any incompleteness will be independent

of galaxy type. This is discussed further in Section 4.1.

The low- and high-redshift limits are chosen to give a large sample with useful redshifts. The

redshifts will not be useful if (1) the galaxy has a significant peculiar velocity, meaning that the

redshift cannot be used to give a reliable estimate of the distance to the galaxy, or (2) the redshift

is large so that the uncertainties in the K- and evolution-corrections cannot be ignored.

Nearby, large galaxies may be accidentally deblended; a low-redshift limit would reduce this

effect (Blanton et al., 2001).

The effect of the Earth’s peculiar velocity can be taken into account by converting the observed

redshifts to a heliocentric, Galactocentric or Local Group-centred frame. (Heliocentric redshifts

are provided by the SDSS pipeline.) In this work, Galactocentric velocity corrections have been

applied (Loveday, 2000), which typically change the redshifts such that each galaxy in this sam-

ple is 0.005 ± 0.01 mag fainter, with some low-redshift galaxies (z & 0.01) changed by almost

0.1 mag.

Blanton et al. (2005a) apply corrections to the redshifts to estimate the distances to nearby

galaxies, out to 64h−1 Mpc (z ' 0.021 or cz ' 6300 km s−1). They convert to a Local Group-

centred frame and then apply corrections for each galaxy based on the Willick et al. (1997) model

of the local velocity field. Typical corrections to cz are of the order 200–300 km s−1.

Jones et al. (2006) apply a correction to their sample to remove the effect of peculiar motions,

which enables them to include galaxies to a low-cz limit of 750 km s−1 (z = 0.0025).

A low redshift limit of z > 0.01 (cz > 3000 km s−1) is chosen here to limit the effect of

peculiar velocities, which are not taken into account. For redshifts less than this, there is a signifi-

cant uncertainty in the distance to the galaxy because of the uncertainty in the peculiar velocity; at

higher redshift the Hubble flow dominates. Note that this limit would need to be relaxed in order

to sample galaxies with very low luminosity.

A high redshift limit of z < 0.3 is imposed to limit the effect of K- and evolution-corrections.

This will be discussed in Section 4.2.1.

3.6 Summary

Table 3.3 shows the various limits on the sample.

In order to understand the possible effect of these limits on the final results, Figs. 3.13 and 3.14

show the observed and intrinsic properties of r-band and K-band galaxies. If the observed and
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Table 3.3: Limits set on observed quantities, used to define the sample and to estimate the contri-

bution of each galaxy to the space density.

Quantity Minimum Maximum

K Petrosian magnitude - 16 mag

r Petrosian magnitude - 17.6 mag

g fiber magnitude 15 mag -

i fiber magnitude 14.5 mag -

K Petrosian radius - 6 arcsec

µe,K - 21 mag arcsec−2

µe,r - 24.5 mag arcsec−2

z 0.01 0.3

intrinsic properties do not correlate with each other, then placing limits on the observed quantities

would not be expected to affect the final results significantly. For K-band galaxies, the low-

redshift limit and the faint magnitude limit will restrict the visibility of galaxies with either faint

(absolute) surface brightness or faint absolute magnitude. The limit on K-band Petrosian radius

will exclude a large number of galaxies, but the effect seems to be independent of the intrinsic

galaxy properties.
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Chapter 4

Luminosity functions and beyond:

estimating the properties of the

underlying galaxy population

Deux choses instruisent l’homme de toute sa nature:

l’instinct et l’expérience.

Robust statistical methods are required to analyse a large sample of galaxies. The data were

introduced in Chapters 2 and 3, various methods will be introduced and examined in this chapter,

while the data and the methods will be combined in Chapter 5.

Two supplementary issues are addressed first, giving the following outline for the chapter:

1. Estimating the area covered by the sample.

2. Estimating the intrinsic properties of each galaxy from the observed properties.

3. Estimating the properties of the whole galaxy population from the properties of the observed

sample.

4.1 Estimating the area covered

The volume, and hence the area, must be well estimated for the normalization of the luminosity

function and related quantities. Given the complex geometry of the overlap region between the two

surveys, it would not be easy to estimate the area directly. Nor would it necessarily be preferable:

if the survey area is small, and the area is used to find the normalization, then this will be subject

to fluctuations in the overall density.
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One way to estimate the area of the matched UKIDSS–SDSS sample is to use the area of the

SDSS sample and then scale it down according to the number of sources in the matched sample.

But when doing this it is important to scale the area only by those factors that concern the area

and not by those factors that concern the minimum and maximum redshifts for each galaxy (e.g.,

magnitude limits). This is the method used here: the area is estimated by dividing the number of

galaxies in the matched sample by the number density of sources (per square degree) in the SDSS

sample.

A substantial fraction of the region of overlap between the two samples was surveyed in the

SDSS Early Data Release, so I use the limit of r < 17.6 (de-reddened Petrosian magnitude)

rather than r < 17.77 used in later versions of the SDSS main galaxy selection algorithm. This

corresponds to 635 320 target galaxies over the whole area.

The number density is estimated using the total area of the SDSS imaging survey (8000 square

degrees) and the number of galaxies targeted for spectroscopy in the SDSS main galaxy sample.

But first the size of this sample must be corrected for those objects included that are not galaxies.

In SDSS DR5, the number of target galaxies with good spectroscopic redshifts (zConf > 0.8) and

with de-reddened Petrosian magnitudes brighter than r = 17.6 is 391 052. Of these, 384 617 are

spectroscopically classified as galaxies. This suggests that around (391 052−384 617)/391 052 =

1.6 per cent of the target galaxies are not in fact galaxies. Taking this into account gives a corrected

target sample size of 624 865, giving a source density of 78.11 galaxies per square degree.

The two data sets were matched using the WFCAM Science Archive (WSA).1 The initial

sample was found by selecting all matches labelled as primary detections (i.e., no duplicates in the

overlap regions for either survey), with good, nonzero spectroscopic redshifts (SDSS zConf> 0.8)

and having no major quality control issues flagged in K (UKIDSS kppErrBits < 256), yielding

a sample of 108 442 objects. Some (15 pairs) of these were found to be duplicates, where one

SDSS object had two spectra, so the object with lower-confidence redshift was removed, leaving

108 427. Of these, only the closest matches within 2 arcsec are used, and the matched SDSS object

is required to be classified spectroscopically as a galaxy, leaving a sample of 49 255 galaxies. The

sky coverage of this matched sample is shown in Fig. 4.1.

This number will be affected by failed detections, which may introduce some bias into the

sample. One type of failed detection is when redshifts have not been obtained, due to lack of

coverage, failed redshifts or lack of available fibres to measure the spectra (‘fiber collisions’).

These are assumed to introduce no bias into the sample, although it has been noted (Blanton et al.,

2003a, 2005b) that the SDSS fiber collisions lead to slight incompleteness at high-density regions,

1http://surveys.roe.ac.uk/wsa/

http://surveys.roe.ac.uk/wsa/
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Figure 4.1: Sky coverage of the sample, showing the principal regions used for the jackknife

samples (see Section 4.4), each of which is further subdivided into strips in RA (4 in the NGP4

region and 5 in the others) giving 24 jackknife regions in total, each containing approximately the

same number of galaxies. A darker shade of grey corresponds to a higher density of sources at

that point.
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which may introduce a small bias against the type of galaxy found in such environments.

Another kind of failed detection is when there is a problem with the UKIDSS imaging. During

the course of this work a problem was discovered relating to the source extraction deblending

algorithm. It was found that, for Petrosian magnitudes in Y , H and K, the deblender, when

invoked, was making the source significantly brighter, often by around 2 mag. (The J-band data

are micro-stepped, unlike Y , H and K, which may explain why this problem is not seen for J-

band Petrosian magnitudes; see Section 3.2.2.) Given that Petrosian magnitudes are used in this

analysis, I have removed from the sample those sources flagged as deblended. This is achieved

by setting the quality error bits flag (introduced in UKIDSS DR2) to zero. Of the 49 255 sources

in the matched sample, 46 sources are flagged as having bad pixel(s) in the default aperture and

another 4835 (almost 10 per cent) are flagged as deblended, leaving 44 374 in the sample.

Fig. 4.2 shows the r-band absolute magnitude of galaxies in the whole sample, and of sources

excluded because of problems with the UKIDSS imaging. It can be seen that the galaxies af-

fected by deblending are preferentially those with a high r-band luminosity, affecting as much as

a third of high-luminosity galaxies, and possibly reflecting the observation that the most luminous

galaxies are found in dense environments. This suggests that the number density of galaxies with

Mr−5 log h < −22, corresponding very approximately to MK −5 log h < −25, could be under-

estimated by as much as 50 per cent. However, only 793 of the 4835 sources flagged as deblended

in K are flagged as deblended by SDSS; this could suggest a problem with the r-band fluxes,

which could be overestimated due to under-deblending. It is therefore at least plausible that the

luminosity-dependent nature of this cut could be illusory, so I assume that it introduces no bias

into my final results. This will be discussed further in Section 5.2.

A small number of the remaining galaxies have very large magnitude errors, greater or much

greater than 0.15 mag. So one final cut is to remove sources with large uncertainty in magnitude,

in order to restrict the systematic errors in the results. Of the 44 374 galaxies remaining, those

with magnitude errors greater than 0.15 mag in r or K are removed (55 in K, 380 in r and 0 in

both) leaving 43 939 galaxies. Given the small number affected by this cut, and from Fig. 4.2, it is

assumed that any bias induced by this cut will be negligible.

By estimating the area in this way, the assumption is that all SDSS target galaxies would be

detected in the LAS, if that part of the sky has been surveyed. If this is not the case, it will have

two effects: (1) particular types of galaxies will be underrepresented in the sample (those within

the SDSS completeness limits but outside the limits for the LAS) and (2) the overall normalization

will be too high, as the area and hence the volume probed will be underestimated.

Fig. 4.3 shows r-band Petrosian magnitude and the r − K Petrosian colour (note that the
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Figure 4.2: r-band absolute magnitude of the sources in the entire sample (‘All’, 49 255), the

final matched sample (‘Good’, 43 939), those excluded due to poor K-band imaging, mostly re-

lated to deblending (‘kppErrBits’, 4881) and those excluded due to uncertainties in the Petrosian

magnitudes (‘Magnitude errors’, 435).

apertures are not the same in r and K so this is not a true colour) for the sources in the matched

sample. From the figure it can be seen that (1) there are likely to be very few sources at all

lying within the SDSS flux limit but outside the K-band limit, and (2) many of these sources

are detected anyway, since there are many sources detected fainter than the (nominal) K-band

limit. This suggests that the effect on the overall normalization will be negligible, although the

colour-dependent bias will be considered later.

The effective area can now be given as 43 939/78.11 = 562.54 deg2.

Calculating the area in this way takes into account any other random (not bias-inducing)

sources of incompleteness that have not been considered here explicitly.

Note that the final sample will be smaller yet, due to limits imposed on magnitudes, radius and

surface brightness, but this is related to the redshift limits (which affect the volume probed) rather

than the area covered.

4.2 Intrinsic galaxy properties

The observed properties of galaxies are rarely of direct interest; more relevant are the intrinsic

properties, for example, luminosity rather than apparent magnitude. In this section I describe how
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Figure 4.3: r-band Petrosian magnitude and r − K Petrosian colour for 43 939 galaxies in the

matched sample, before imposing a cut at K < 16. Objects lying below the solid (red) line have

K > 16 and will not be included in the final analysis. Contours are spaced on a logarithmic scale,

with sources shown as points where the density is low.

the intrinsic galaxy properties are derived from the observed properties. Only those properties

related to whether a galaxy will be detected are discussed here; other derived quantities, such as

the stellar mass, are described elsewhere.

4.2.1 K- and evolution-corrections

Two redshift-dependent corrections are conventionally made for observations of galaxies. First,

the K-correction (Hogg et al., 2002) accounts for the fact that light emitted at a certain wavelength

will be observed at a different wavelength, due to the redshift. So, for example, the observed-frame

K-band magnitude will generally be different from the rest-frame (emitted) K-band magnitude.

The second correction is the evolution correction, which accounts for the fact that the light from

distant galaxies was emitted in the past, and that the galaxy will have evolved since that time. The

correction is made to estimate the properties the galaxy would have at the present time.

K-corrections (to z = 0) are estimated using KCORRECT version 4 1 4 (Blanton & Roweis,

2007). The five optical Petrosian magnitudes (ugriz), before the evolution corrections have been

applied (see below), are used to fit galaxy templates to each galaxy, from which the K-correction

is derived in r and K. WFCAM filter files for KCORRECT have been generated from Hewett

et al. (2006). Due to the inconsistent Petrosian apertures between UKIDSS and SDSS bands, good
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optical–near-infrared galaxy colours are not available and so I have not succeeded in using the full

set of bands (ugrizY JHK) for the template fitting.

When covering a significant range in redshift, it is important to include evolution corrections.

This is because the bright end of the LF will consist mainly of galaxies at high-redshift, while the

faint end will be made up from galaxies at low redshift. A failure to include evolution corrections

leads to a distortion in the shape of the luminosity function.

Evolution corrections are applied using a simple E(z) = Qz model, where Q for ugriz is

taken from Blanton et al. (2003b) and we take Q = 1 for K (consistent with stellar population

synthesis models, Blanton et al., 2003b, Section 6.2), i.e., Q = (4.22, 2.04, 1.62, 1.61, 0.76, 1.0)

for ugrizK. Note that these evolution corrections are very simplistic, since different kinds of

galaxies evolve in different ways, but the correction is small: at z = 0.3, the K-band evolution

correction is Qz = 0.3 mag.

Fig. 4.4 shows the K- and evolution-corrections in the K-band and r-band, also showing the

K-band corrections used by Bell et al. (2003b). Their K-corrections are stronger than those used

here, but their value of Q = 0.8 is weaker than Q = 1.0 used here. These two largely cancel each

other out, with theK(z)−E(z) used here being approximately the same as theirs for low redshift.

Others have used a simple analytic form to describe the K-correction. For example, Loveday

(2000) used K(z) = −2.5z for his sample of z < 0.15 galaxies, while Glazebrook et al. (1995)

used a functional fit to various model K-corrections generated from stellar population synthesis

models of Bruzual & Charlot (1993), for z . 1.5:

K(z) =
−2.58z + 6.67z2 − 5.73z3 − 0.42z4

1− 2.36z + 3.82z2 − 3.53z3 + 3.35z4
(4.1)

Where K-corrections for a ‘typical’ galaxy are required, these are determined from the ob-

served sample as follows. Galaxy templates in KCORRECT are constructed by a linear combination

of five basis templates. KCORRECT returns five coefficients for each galaxy, which give a weight-

ing for each of the basis templates. A ‘typical’ galaxy is constructed from the whole sample by

finding the median of each of these five coefficients. This is then used to find the K-correction for

a typical galaxy.

4.2.2 Absolute magnitude

Absolute magnitudes are given by

M = m−DM(z)−K(z) + E(z) (4.2)

whereM andm are respectively the absolute and apparent magnitudes (in the same band),DM(z)

is the distance modulus, K(z) is the K-correction and E(z) is the evolution-correction.
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Figure 4.4: K- (shaded regions) and evolution- (solid lines) corrections in the K- (black, lower)

and r- (red, upper) bands. Also shown are the mean K-correction (dashed line, K(z) = −2.1z)

and evolution-correction (dotted line, E(z) = 0.8z) from Bell et al. (2003b).

4.2.3 Physical size

K- and evolution-corrections are not applied when estimating the physical radius, which is given

in h−1 kpc as

R =
1000πrDA(z)
180× 3600

(4.3)

where r is the angular size in arcsec and DA(z) is the angular diameter distance in h−1 Mpc.

4.2.4 Intrinsic surface brightness

The absolute surface brightness, in mag arcsec−2, is given by

µabs = µ− 10 log(1 + z)−K(z) + E(z) . (4.4)

where µ is the apparent surface brightness. Note that in the K-band, for all galaxies in the sam-

ple, the absolute surface brightness is not more than 0.5 mag brighter than the apparent surface

brightness.

These expressions for M , Re and µe,abs can be combined, using

µe = m+ 2.5 log(2πr2e ) (4.5)
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along with the equation for the distance modulus (distances measured in h−1 Mpc)

DM(z) = 5 log(DL(z)/10 pc) (4.6)

= 5 log(100 000DL(z)) (4.7)

and the relationship between the luminosity and angular diameter distances

DL(z) = (1 + z)2DA(z) (4.8)

to obtain (Driver et al., 2005):

µe,abs = m+ 2.5 log(2πr2e )− 10 log(1 + z)−K(z) + E(z) (4.9)

= M +DM(z) + 2.5 log

(
2π
(

(180× 3600)Re

1000πDA(z)

)2
)
− 10 log(1 + z) (4.10)

= M + 5 log
(
DL(z)
10 pc

)
+ 2.5 log(2πR2

e) + 5 log
(

648
πDA(z)

)
− 10 log(1 + z) (4.11)

= M + 5 log(100 000(1 + z)2DA(z)) + 2.5 log(2πR2
e) + 5 log

(
648

π(1 + z)2DA(z)

)
(4.12)

= M + 2.5 log(2πR2
e) + 5 log

(
64 800 000

π

)
(4.13)

= M + 2.5 log(2πR2
e) + 36.57 (4.14)

This is the absolute surface brightness in mag arcsec−2; the absolute surface brightness in mag

kpc−2 is given by subtracting 36.57.

4.3 Statistical methods for investigating the underlying population

Given some observed data, what can be inferred about the underlying galaxy population? Statisti-

cal methods to solve this inverse problem are explored in this section.

4.3.1 Bayes’ theorem

Given a model for the galaxy population, with (currently unknown) parameters θ, and given a set

of observations of the galaxy population, D, the parameters for the model may be found using

Bayes’ theorem,

P (θ|D) =
P (D|θ)P (θ)

P (D)
(4.15)

where P (D|θ) is the likelihood, P (θ) represents the prior knowledge of the model parameters,

and P (D) is a normalization constant. P (θ|D), the posterior, returns the probability of any set
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of parameters, which makes it possible to find the most likely set of parameters along with the

uncertainty in the parameters.

In this case, the data may be thought of as a multivariate histogram, n(. . .), describing the

number of galaxies observed per unit solid angle with a particular set of observable properties (e.g.,

apparent magnitude, angular size, apparent surface brightness, colour and redshift). The actual

galaxy population may also be represented as a multivariate histogram, φ(. . .), giving the number

of galaxies per unit volume with a particular set of intrinsic properties (e.g., luminosity, physical

size, absolute surface brightness, rest-frame colour and redshift), the space density of galaxies. A

simple example of this is the luminosity function, φ(L). The model then has two components: a

parametrized description of φ and a parametrized description of the selection function, f(. . .).

The selection function gives the probability that a galaxy will be observed, given its observable

properties. It is generally modelled as a multivariate step function, for example, such that the

probability of observing a galaxy with flux brighter than some limit is assumed to be unity, and

galaxies fainter than that limit are ignored. The purpose of Chapter 3 was to find the selection

function.

Given a model for φ and f , a prediction can be made for n. Generally, this will take the

following form:

n(. . .) d . . .dΩ = φ(. . .)f(. . .) d . . .dV (4.16)

where dΩ is the solid angle element and dV is the volume element.

The prior usually does nothing more than describe the range of each parameter under consid-

eration, which must be finite for practical reasons. However, when the parameters are theoretically

motivated, there will be some prior knowledge about their values, but generally the parameters are

phenomenological, so there is no a priori reason to favour one set of values above another.

When the prior is trivial, the problem of finding the most likely set of parameters, θ, becomes

a matter of maximizing the likelihood. This may be achieved either by an iterative exploration

of the parameter space, to find the set of values that gives the maximum likelihood, or by using

a maximum likelihood estimator, to give the parameter values without an iterative process. An

example of the former would be the stepwise maximum likelihood (SWML) method for finding

the luminosity function, and an example of the latter would be the 1/Vmax luminosity function

estimator, both described in Section 4.6.

It is important to recognize that significant assumptions are made, not only in the choice of

prior, but also in the choice of model. For example, by considering only a certain set of galaxy

properties, the assumption is made that the selection function is independent of the galaxy proper-

ties that have not been included. If this assumption is not correct, it can lead to biased results.



77

4.3.2 Modelling the underlying population

The model for φ can take various forms, as follows.

Binned models

φ can be represented as a simple binned multivariate histogram, with a free parameter for each bin.

An example of this would be a binned estimate of the luminosity function. This has the advan-

tage that no particular form is assumed for φ, allowing the data to give inspiration for theoretical

models. However, when considering several galaxy properties simultaneously, either the number

of bins becomes very large or a very poor resolution has to be used.

Phenomenological models

Alternatively, a functional form may be assumed for φ, such as a Schechter function for the lu-

minosity function (see Section 4.5). The parameters of this function are then tuned to give the

maximum likelihood. This has various advantages: the galaxy population may be described by a

small and memorable set of parameters, while a multivariate space may be described by a man-

ageable number of parameters. However, the disadvantage is that the true distribution is always

more complex than the assumed functional form; deviations from this form can have a significant

effect on the results.

If φ has a simple analytic form, it is often possible to derive simple analytic predictions for the

observed distribution.

Physical models

Perhaps of most scientific interest, and most difficult in practice, is for φ to be given a form derived

from physical principles. In this case, the model would have physically meaningful parameters,

and the most likely set of parameters would give direct information about the physical processes

that have shaped the galaxy population.

The form for φ may be derived either analytically, e.g., from consideration of the halo model

(e.g., Cooray & Milosavljević, 2005), or from the results of simulations and semi-analytic models

(e.g., Benson et al., 2003). Typically this will involve two stages, with the physical properties of the

galaxies estimated first (e.g., stellar mass, star formation history), then the observable properties

of the galaxies (e.g., K-band luminosity) derived from stellar population synthesis models (e.g.,

Bruzual & Charlot, 2003).
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4.3.3 The likelihood

Given a specific model (with certain values for the parameters), and given some observed data,

what is the probability of these data being observed if the model is correct? This is the likelihood,

P (D|θ).

For binned data, Poisson statistics can be used. Let ni be the predicted number of galaxies

(not necessarily an integer) in bin i. Then the probability of observing xi galaxies in bin i is

P (xi|θ) =
nxi

i e
−ni

xi!
. (4.17)

So the likelihood is

P (D|θ) =
∏

i

P (xi|θ) =
∏

i

nxi
i e

−ni

xi!
(4.18)

For data that have not been binned, the likelihood is obtained by finding the probability that

each individual galaxy is drawn from the expected distribution. This is used in the STY and SWML

luminosity function methods (Section 4.6), and may be extended to incorporate uncertainties in

the galaxy magnitudes (Blanton et al., 2003b).

4.3.4 Model selection

The Bayesian approach is strongest when two models are being compared, and it makes it possible

to say which model is favoured by the data. This approach takes into account the predictive power

of each model, so a contrived model will generally be disfavoured when compared with a more

parsimonious model.

Bayesian model selection is being used increasingly in cosmology (Liddle et al., 2006) but has

not been used widely in statistical studies of galaxies, where the models are more complex than in

cosmology. However, it is possible to think of various applications of these techniques to galaxy

studies.

When comparing two different functional forms for the underlying distribution, Bayesian

model selection could be used. For example, a bimodal distribution could be detected by com-

paring a single Gaussian with a double-Gaussian model. Or an upturn at the faint end of the

luminosity function could be detected by comparing a Schechter function with a double-Schechter

function.

With physically-motivated models, this Bayesian approach could be used to compare one

semi-analytic model with another. It could be asked whether the data warrant the inclusion of

an additional form of feedback in the model, for example.
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4.3.5 Bayesian estimate of galaxy magnitudes

In a magnitude limited survey of the depth of SDSS or the UKIDSS LAS, galaxy differential

number counts increase steeply towards fainter magnitudes. Therefore, in a magnitude-limited

sample, a galaxy drawn at random is much more likely to have a faint magnitude than a bright

magnitude. In the presence of magnitude errors, this will have a systematic effect on the observed

magnitudes, compared with the true magnitudes.

In order to quantify this effect in theK-band, I use the results of Huang et al. (1997), who have

found that the galaxy number counts satisfy dN ∝ 10(0.689±0.013)m dm for magnitudes brighter

than K ∼ 17; fainter than this the number counts are much less steep with magnitude. This

knowledge can be used to estimate the true magnitude of the source, mtrue, given an observed

value for the magnitude, mobs, and given an estimate for the uncertainty in the magnitude. Bayes’

theorem gives

P (mtrue|mobs) =
P (mobs|mtrue)P (mtrue)

P (mobs)
(4.19)

Assuming the magnitude limit mlim is brighter than 17, the prior is given by

P (mtrue) =
100.689mtrue∫mlim

−∞ 100.689m dm
(4.20)

Assuming Gaussian errors in the magnitude, the likelihood is given by

P (mobs|mtrue) =
1

σ
√

2π
exp

(
−(mobs −mtrue)2

2σ2

)
(4.21)

where σ is the uncertainty in the magnitude. Hence

P (mtrue|mobs) ∝ P (mobs|mtrue)P (mtrue) (4.22)

∝ exp
(
−(mobs −mtrue)2

2σ2

)
100.689mtrue (4.23)

= exp
(
−(mobs −mtrue)2 − 2σ2.0.689mtrue ln 10

2σ2

)
(4.24)

= exp

 − (mobs + 0.689σ2 ln 10−mtrue)2

2σ2

+
(0.689σ2 ln 10)2 + 2mobs.0.689σ2 ln 10

2σ2

 (4.25)

∝ exp
(
−(mobs + 0.689σ2 ln 10−mtrue)2

2σ2

)
(4.26)

which is a Gaussian with mean 〈mtrue〉 = mobs + 0.689σ2 ln 10, suggesting that the true mag-

nitude will generally be fainter than the observed magnitude. This is a small correction for

σ � 1 mag; for example, for σ = 0.1 mag, mtrue−mobs = 0.0157 mag, while for σ = 0.14 mag,

the correction is 0.0311 mag.

This correction is valid only for magnitude-limited samples, so it is not applicable to the lumi-

nosity function analysis of this thesis, for which the sample has more complex limits.
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4.4 Jackknife error estimation

Statistical errors for all quantities (except where indicated) are estimated through the jackknife

method (Lupton, 1993). The sample area is divided into 24 regions, each containing approximately

the same number of galaxies; the principal subdivisions are shown in Fig. 4.1. The space density

is calculated once for the whole sample and then a further 24 times, each time omitting one of the

24 regions. The variance of each value of φ is then calculated using:

Var(φ) =
n− 1
n

∑
i

(φJ
i − φJ)2 (4.27)

where φJ
i is the ith jackknife resampling of the data and n is the number of jackknife resamplings

(24 in this case). A bias correction (Lupton, 1993) is applied to the space density, giving a new

value of

φ′ = φ+ (n− 1)(φ− φJ) (4.28)

where φ is the original estimate for the whole sample.

Uncertainties and bias corrections for the functional fits and integrated quantities (for example,

luminosity density) are estimated using the same method.

It would be preferable, but more difficult, to divide the sample into regions of equal area

rather than equal numbers of galaxies. Given the way in which the effective area is calculated,

these subdivisions cannot say anything about the overall normalization of the space density; for

example, whether the south Galactic pole has a lower density of galaxies than the north Galactic

pole.

Uncertainties in the magnitudes and other galaxy properties are not included in the analysis.

This is likely to have only a small effect on most of the results, but the magnitude errors will

lead to a slight overestimation of the space density of galaxies at the bright end of the luminosity

function, where the LF is very steep (Jones et al., 2006).

4.5 Functional forms and fits

Various simple functional forms may be used to describe the galaxy population. The most popular

of these are described in this section, along with the method used to find the best-fitting parameters.

4.5.1 Schechter function

It has been found that the luminosity function may be approximated by a simple form, the Sch-

echter function (Schechter, 1976), although statistically significant departures from this form have

been detected in recent analyses.
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Expressed in terms of luminosities, the Schechter function is

φ(L) dL = φ∗
(
L

L∗

)α

exp
(
− L

L∗

)
dL
L∗

. (4.29)

This has a faint-end power-law slope, α, and an exponential decline at high luminosities. The

‘knee’ of the curve, at which the shape changes from a power-law to an exponential decline, is at

L = L∗. φ∗ gives the normalization of the Schechter function.

In terms of magnitudes, using

M −M∗ = −2.5 log
L

L∗
(4.30)

and

L

L∗
= 100.4(M∗−M) (4.31)

= e0.4(M∗−M) ln 10 (4.32)

the Schechter function is:

φ(M) dM = −φ(−M) d(−M) (4.33)

= φ∗100.4α(M∗−M) exp
(
−100.4(M∗−M)

)
(−0.4 ln 10)e0.4(M∗−M) ln 10 d(−M)

(4.34)

= (0.4 ln 10)φ∗100.4(α+1)(M∗−M) exp
(
−100.4(M∗−M)

)
dM . (4.35)

There is a special case where α = −1, the flat slope. Considering the faint end, where

L� L∗, the number density of objects is given by,

φ(L) ∝ L−1 , (4.36)

so the number of objects with luminosity between L1 and L2 is given by,∫ L2

L1

φ(L) dL ∝
∫ L2

L1

L−1 dL = ln
(
L2

L1

)
∝M1 −M2 , (4.37)

where M1 and M2 are the absolute magnitudes corresponding to L1 and L2 respectively. So for

α = −1 there is the same number of objects in each bin of equal width in log-luminosity or equal

width in magnitudes.

The luminosity density,
∫
Lφ(L) dL, at the faint end in the case α = −1 is given by,∫ L2

L1

Lφ(L) dL ∝
∫ L2

L1

LL−1 dL = L2 − L1 . (4.38)

So for α = −1 there is the same contribution to the total luminosity from each bin of equal width

in luminosity.

These two results combined mean that, for a flat faint-end slope, faint galaxies are numerous,

but they make a small contribution to the total luminosity density.
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Luminosity density

The total number density of galaxies may be calculated (for α > −1) by integrating the Schechter

function:

N =
∫ ∞

0
φ(L) dL = φ∗Γ(α+ 1) , (4.39)

where Γ is the gamma function, defined for z > 0 by

Γ(z) =
∫ ∞

0
e−ttz−1 dt . (4.40)

For α > −2 the total luminosity density may be calculated (Blanton et al., 2001):

j =
∫ ∞

0
Lφ(L)dL = L∗φ∗Γ(α+ 2) . (4.41)

This is conventionally given in solar luminosities and may be expressed in terms of the absolute

magnitude of the sun, M�, as

j = φ∗100.4(M�−M∗)Γ(α+ 2) (4.42)

Given estimates for the three Schechter function parameters, along with a covariance matrix

describing the uncertainties in the parameters, it is possible to estimate the uncertainty in the

luminosity density, j.

Given some quantity g = g(xi, . . .) and given the covariance matrix of the quantities {xi}, the

variance of g is given by

σ2
g =

∑
i,j

∂g

∂xi

∂g

∂xj
Cov(xi, xj) (4.43)

From Equation (4.42), the partial derivatives are

∂j

∂M∗ = −(0.4 ln 10)j (4.44)

∂j

∂α
= ψ(α+ 2)j (4.45)

∂j

∂φ∗
=

j

φ∗
(4.46)

where ψ is the digamma function, defined as

ψ(x) =
d
dx

ln Γ(x) =
Γ′(x)
Γ(x)

(4.47)

The uncertainty in j may then be found from Equation (4.43).

4.5.2 Double Schechter function

Some authors have used a Schechter function with two faint-end slopes to describe the luminosity

function. Blanton et al. (2005b) and Baldry et al. (2008) express the double Schechter function in
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the form

φ(L) dL = exp
(
− L

L∗

)(
φ∗1

(
L

L∗

)α1

+ φ∗2

(
L

L∗

)α2
)

dL
L∗

, (4.48)

(this is expressed in magnitudes by Blanton et al., 2005b) while Loveday (1997) uses

φ(L) dL = φ∗
(
L

L∗

)α

exp
(
− L

L∗

)(
1 +

(
L

Lt

)β
)

dL
L∗

. (4.49)

These are equivalent, as can be seen from the second form,

φ(L) dL = exp
(
− L

L∗

)(
φ∗
(
L

L∗

)α

+ φ∗
(
L

L∗

)α( L

Lt

)β
)

dL
L∗

(4.50)

= exp
(
− L

L∗

)(
φ∗
(
L

L∗

)α

+ φ∗
(
L∗

Lt

)β ( L

L∗

)α+β
)

dL
L∗

(4.51)

which is the same as the first form with φ∗1 = φ∗, α1 = α, φ∗2 = φ∗(L∗/Lt)β and α2 = α+ β.

A steeper very faint end slope has been noticed by others but not necessarily expressed in a

functional form (e.g., Driver et al., 1994).

Luminosity density

The luminosity density of the double Schechter function is given by

j = 100.4(M�−M∗)(φ∗1Γ(α1 + 2) + φ∗2Γ(α2 + 2)) (4.52)

With the uncertainty in j found as for the Schechter function, with

∂j

∂αi
= ψ(αi + 2)j (4.53)

∂j

∂φ∗i
=

j

φ∗i
(4.54)

for i = 1 and i = 2.

4.5.3 Chołoniewski function

For the bivariate brightness distribution (BBD), the Chołoniewski (1985) function is used, which

is a Schechter function in luminosity combined with a Gaussian distribution in surface brightness

(Driver et al., 2005):

φ(M,µe) =
0.4 ln 10√

2πσµe

φ∗100.4(M∗−M)(α+1)e−100.4(M∗−M)

× exp

{
−1

2

[
µe − µ∗e − β(M −M∗)

σµe

]2
} (4.55)

whereM∗, α and φ∗ are the usual Schechter function parameters, µ∗e is the mean surface brightness

at M∗, σµe is the standard deviation in surface brightness and β is the slope of the relationship

between absolute magnitude and mean surface brightness. Note that integrating the Chołoniewski

function over surface brightness gives a Schechter function.
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4.5.4 Functional fits

Functional fits for the BBD, LFs and SMF are found using IDL routines written by myself, which

make use of the MPFIT routines written by Craig Markwardt.2

The range of points over which the functions are fit is restricted in order to avoid known regions

of incompleteness: only data brighter than−20 in MK−5 log h,−18 in Mr−5 log h and 19 mag

arcsec−2 in surface brightness, or more massive than 9.5 in log(h−2M�) for the stellar mass, are

used to generate the functional fits.

Empty bins at the bright end are ignored for the Schechter function fits. However, for the

Chołoniewski function, it is necessary to include the empty bins, which are assigned a large un-

certainty proportional to 1/Vmax for a hypothetical galaxy at the centre of the bin, as shown in

Sections 4.7 and 5.1.

4.6 Estimating the space density of galaxies

In this section I review and evaluate various methods for estimating the space density of galaxies,

whether for a univariate or a multivariate distribution.

There are three widely-used methods for estimating the luminosity function (for a comparison

of the various methods, see Willmer, 1997; Takeuchi et al., 2000). If the functional form of the

luminosity function is known, the best method to use is the STY (Sandage et al., 1979) maximum

likelihood method. The other two methods have no prior assumptions about the shape of the

luminosity function. These are the SWML method (Efstathiou et al., 1988), a version of the STY

method where the functional form is described by a value in each bin, and the 1/Vmax method

(Schmidt, 1968), which is a simple estimator of the value of the space density in each bin. These

are described below in more detail.

4.6.1 Univariate or multivariate?

In a survey limited by more than one measured quantity, e.g., two magnitudes, or magnitude and

surface brightness, there are two ways to proceed. One is explicitly to take into account all of

the known selection effects in a multivariate analysis. The other is to set strong limits in one

or more quantities so that the selection effects in the remaining quantities are negligible. This

can lead to a univariate analysis, if sufficiently strong limits are set on one quantity (usually the

magnitude) such that all other selection effects can be ignored. Either of these approaches ensures

that completeness is taken into account and that the contribution of each observed galaxy to the

2http://cow.physics.wisc.edu/˜craigm/idl/fitting.html

http://cow.physics.wisc.edu/~craigm/idl/fitting.html
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total space density is estimated accurately.

The sample used here is limited in both r- and K-band apparent magnitude, with r < 17.6

and K < 16. For a univariate analysis limited in K-band magnitude, a stronger K-band flux

limit must be set in order for the r-band limit to be negligible. From Fig. 4.3 it can be seen that

a large number of galaxies in the sample have r −K > 3, so a univariate analysis would require

a limit of approximately K < 14 in order to avoid introducing a bias against red galaxies. If

such a strong limit were introduced, the sample would be much smaller, with all galaxies fainter

than K = 14 excluded, providing only a small improvement in depth over 2MASS, which has a

completeness limit of KS = 13.5 (Jarrett et al., 2000), while covering a much smaller area. This

makes it strongly desirable to perform a multivariate analysis, in order to include a larger number

of galaxies in the sample.

Moreover, the limit in large K-band Petrosian radius would be negligible only if a sufficiently

stringent bright K-band flux limit is introduced, such that none of the galaxies included have a

Petrosian radius larger than 6 arcsec. However, Fig. 3.14 makes it clear that large galaxies are

found even at very faint K-band apparent magnitude, so a cut of this nature is not possible.

4.6.2 STY method

The STY method (Sandage et al., 1979) takes a functional form for the luminosity function and

provides the most direct way to constrain the parameters of that functional form using the data.

Given a parameterized luminosity function, ψ(M, z), that has a constant shape with redshift,

i.e., ψ(M, z) = ρ(z)φ(M), the probability density that a galaxy selected from a magnitude-limited

sample at redshift zi will have absolute magnitude Mi is given by (Willmer, 1997)

pi = p(Mi, zi) =
ψ(Mi, zi)∫Mfaint(zi)

−∞ ψ(M, zi) dM
=

φ(Mi)∫Mfaint(zi)

−∞ φ(M) dM
(4.56)

whereMfaint(zi) is the faintest absolute magnitude at redshift zi that would be visible in the survey

and where ρ(zi) cancels out of the equation. The probability that the observed sample of N

galaxies is drawn from this particular form of φ (the likelihood) is defined as

L =
N∏
i=i

pi (4.57)

The parameters of the luminosity function are then adjusted to maximize the likelihood.

Note that this assumes the shape of the luminosity function does not vary with redshift, al-

though the normalization is allowed to vary, making the method robust to changes in the density

of the sample as a function of redshift (clustering).
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Note also that this does not incorporate the uncertainties in the magnitude. These could be

taken into account by using

pi =
∫
φ(M)hi(M) dM∫Mfaint(zi)

−∞ φ(M) dM
(4.58)

where hi(M) is the probability that galaxy i has absolute magnitude M ; this would generally

take a Gaussian form. Alternatively, if galaxy i has a Gaussian magnitude uncertainty of width

∆mi, then the luminosity function could be convolved with with a Gaussian of width ∆m before

calculating pi (cf. Blanton et al., 2003b)

φ′(M) = φ(M)⊗G(∆m) (4.59)

This new form for the luminosity function, φ′(M), is then used in Equation (4.56).

If φ(M) is chosen to be a Schechter function, then the values of M∗ and α are explored to

maximize the likelihood; the value of φ∗ has to be determined by other means, since the STY

method does not give the normalization.

The method can be extended in various ways. More complex survey limits may be incorpo-

rated into the upper- and lower-limits of the integral in Equation (4.56). Moreover, the method

can be changed from a univariate to a multivariate method by replacing φ(M) with φ(M, . . .) and

by using a multivariate integral in Equation (4.56). However, a multivariate-STY method would

require a multivariate parameterization of the space density, for example, a Chołoniewski function

in magnitude and surface brightness.

4.6.3 SWML method

The stepwise maximum likelihood (SWML) method was developed by Efstathiou et al. (1988)

(EEP) in order to see deviations of the luminosity function from the Schechter function form used

in the STY method. The SWML method is actually a special case of the STY method, in which

the chosen functional form is not a Schechter function but a binned luminosity function with a free

parameter for the value in each bin.

By separating the luminosity function into Np bins, equation (4.56) can be written as

pi =
W (Mi −Mk)φk∑Np

j=1 φj∆MH(Mj −Mfaint(zi))
(4.60)

where W and H are two window functions, W assigning the galaxy to the correct bin and H

producing a cut-off for faint absolute magnitudes.

The luminosity function is found by maximizing the likelihood with respect to the parameters

{φk}, i.e.,
∂ lnL

∂ lnφk
= 0 (4.61)
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which gives

φk∆M =
∑N

i Wik∑N
i

(
Hik/

∑Np

j φj∆MHij

) . (4.62)

This is used to gives the values of {φk} by iteration. As with the STY method, the normalization

must be found independently.

The weighting function, W , is set to be 1 or 0 by Efstathiou et al. (1988), but may be used to

correct for incompleteness in a redshift survey (Driver et al., 2005).

Like with the STY method, the SWML method may be extended to include more complex

survey limits (through the window function H) or to a full multivariate form. Uncertainties in the

galaxy magnitudes could also be incorporated, as with the STY method.

In principle it would also be possible to implement the SWML method using a hybrid binned

and functional form for a bivariate distribution, for example, Gaussian in surface brightness and

binned in luminosity.

The SWML method generally gives good results. However, the bins are highly correlated, so

any problem that occurs is likely to affect the whole luminosity function. For example, the method

is built on the assumption that the luminosity is uncorrelated with position (Efstathiou et al., 1988),

so that the shape of the luminosity function does not vary with redshift (although the normalization

is allowed to vary). However, if the survey includes large voids or superclusters, with the most

massive galaxies found generally in high-density environments, then the shape, as well as the

normalization, of the luminosity function will vary. This will bias the SWML luminosity function

in a highly nontrivial manner.

These effects may be exacerbated when the method is extended to several dimensions, since

the number of bins is greatly increased.

Uncertainties in the SWML space density could be calculated from the covariance matrix.

However, this matrix has many terms, so conventionally the errors are estimated through the sec-

ond derivatives of the likelihood function at the point of maximum likelihood (Efstathiou et al.,

1988; Blanton et al., 2001).

4.6.4 Normalization for the STY and SWML methods

Various methods have been used to find the normalization of the STY and SWML luminosity

functions.

The most widely-used method (e.g., Blanton et al., 2001; Kochanek et al., 2001; Blanton et al.,

2003b; Ball et al., 2006) makes use of the minimum variance estimator of Davis & Huchra (1982).

This method assigns to each galaxy a weight according to volume, i.e., a higher weight for galaxies

at higher redshift. In contrast, normalizing to the number counts gives each galaxy an equal weight,
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so the normalization will be biased towards the normalization at the median redshift of the sample.

It is preferable to use this volume-weighted method, although it relies strongly on the model for

luminosity evolution; if this model is inadequate then the normalization will be affected (Blanton

et al., 2003b).

For their bivariate SWML method, Driver et al. (2005) find the normalization by measuring

the number of galaxies in a volume-limited sub-sample.

Jones et al. (2006) normalize the SWML and STY methods ‘by a χ2 minimization with respect

to the equivalent 1/Vmax distribution’.

4.6.5 1/Vmax method

So far the idea has been to find a model for the luminosity function, generate predictions from that

model, and use the observations to constrain the parameters of the model. However, it is possible

to work directly from the observations by means of an estimator for the luminosity function.

The 1/Vmax estimator (Schmidt, 1968; Rowan-Robinson, 1969) is a maximum likelihood esti-

mator for the binned luminosity function (Wall & Jenkins, 2003, p. 154). The luminosity function

is divided into bins in absolute magnitude. The value in each bin, φi, is given by

φi =
∑

j

1
Vmax,j

(4.63)

for all galaxies j with absolute magnitude falling within that bin. Vmax,j is the maximum volume

within which galaxy j would be visible. This is estimated by supposing that a particular galaxy

were shifted to a higher or lower redshift. The maximum redshift for that galaxy is the redshift

at which the galaxy would be seen at the faint magnitude limit. Similarly, the minimum redshift

corresponds to the galaxy being seen at the bright magnitude limit (if such a limit exists). Vmax is

then the survey volume within these redshift limits.

This description assumes that the survey is limited only by apparent magnitude. However, the

method can easily be extended to incorporate any number of limits on the survey, each one of

which will provide a constraint on the minimum or maximum redshift at which a particular galaxy

would be included in the sample.

In this work, it is necessary to include various limits on the sample. This is because the volume

within which a galaxy has r < rlim may be smaller than the volume within which the galaxy has

K < Klim.

The method may also be extended to give a multivariate binned space density, or the space

density binned as a function of any galaxy property (e.g., stellar mass). The value in bin i, φi, is

given by Equation (4.63) for all galaxies j lying in that bin. However, it must be safe to assume
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that each bin samples the full range of galaxy types that may be found in that bin. For example,

in a sample limited in more than one waveband, the lowest-luminosity bins may sample only red

galaxies or only blue galaxies, leading to incompleteness in the estimated luminosity function.

This will be discussed at length later in this thesis.

The 1/Vmax method, unlike the SWML method, is liable to give incorrect results in the pres-

ence of clustering, where the number density of galaxies varies with redshift. One means of

compensating for this is to use a volume-limited sample of bright galaxies to estimate how the

number density varies with redshift. A correction is then applied so that each bin of equal volume

has the same number density of galaxies (Cross et al., 2001; Baldry et al., 2008). However, as with

the SWML method, this assumes that clustering is independent of luminosity.

Occasionally a galaxy will be detected extremely close to the survey limits. In certain cases

this means that a galaxy would not have been seen if it had been very slightly further away or if

it had been very slightly closer to us. This galaxy would have a very small value for Vmax, and

hence a very large value for 1/Vmax. This could lead to a large overestimate of the value for φ in

the corresponding bin.

V/Vmax test

The V/Vmax test (Schmidt, 1968) can be used to identify incompleteness or evolution. If z is the

redshift at which a galaxy is observed, zmin and zmax are respectively the minimum and maxi-

mum redshifts at which the galaxy could in principle be observed, and V (z) is the survey volume

between redshift 0 and z, then

Vmax = V (zmax)− V (zmin) (4.64)

and

V = V (z)− V (zmin) . (4.65)

In the absence of evolution and with no incompleteness, V/Vmax should be drawn from a uniform

distribution between 0 and 1, while the mean value for the whole sample, 〈V/Vmax〉, is expected

to be 0.5 ± (12n)−1/2 where n is the number of galaxies in the sample. If the mean differs

significantly from 0.5, this could be due to (1) incompleteness in the sample, (2) evolution of the

number density of galaxies, or (3) evolution of the luminosity of galaxies, or some combination of

these factors.

As an example, if the sample is assumed to be complete to a certain faint magnitude limit, but

in fact is complete only to a brighter limit, then all of the values of Vmax will be too large. Hence

〈V/Vmax〉 will be less than 0.5.
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4.6.6 Choice of method and implementation

Of the three methods, I have chosen to investigate the 1/Vmax method, since this is the easiest to

implement, and since it is the most robust against catastrophic failure. The 1/Vmax estimator is

more robust than SWML against systemic failure, but requires a large survey volume in order to

overcome the effects of large-scale structure. This is unlikely to be a problem in this thesis, except

for low-luminosity galaxies, since a large volume has been probed.

I investigated the SWML method using the MULTILUM code, written by Jon Loveday and

used by Loveday (2000) and Ball et al. (2006). However, owing to the complexity of the four-

dimensional parameter space investigated (K- and r-band magnitude, K-band effective surface

brightness and K-band Petrosian radius), the SWML method was found to give implausible re-

sults. I chose instead to focus on the 1/Vmax method, using my own implementation in IDL.

The volume within which each galaxy would be visible, Vmax, is estimated for each galaxy

by considering the tightest constraints on maximum and minimum redshift provided by the lim-

its in redshift, K-, r-, g- and i-band magnitudes, K- and r-band surface brightness and K-band

Petrosian radius (see Table 3.3). Each galaxy is then given a weight wi = 1/Vmax,i. The space

density φ of galaxies of a certain type (e.g., binned in absolute magnitude and/or surface bright-

ness) is given by

φ =
∑

i

wi (4.66)

for galaxies i of that type.

The constraints on zmin and zmax are found independently for each parameter using the fol-

lowing equations. For absolute magnitude, M :

mbright = M +DM(zmin,M ) +K(zmin,M )− E(zmin,M ) (4.67)

mfaint = M +DM(zmax,M ) +K(zmax,M )− E(zmax,M ) (4.68)

where mbright and mfaint are the magnitude limits. For absolute surface brightness, µabs:

µbright = µabs + 10 log(1 + zmin,µ) +K(zmin,µ)− E(zmin,µ) (4.69)

µfaint = µabs + 10 log(1 + zmax,µ) +K(zmax,µ)− E(zmax,µ) (4.70)

where µbright and µfaint are the limits. And for radius, r (in arcseconds) is related toR (in h−1 kpc)

by ( rmax

3600

)( π

180

)
1000DA(zmin,R) = R (4.71)( rmin

3600

)( π

180

)
1000DA(zmax,R) = R (4.72)

where DA is the angular diameter distance in h−1 Mpc and rmax and rmin are the limits.
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Table 4.1: Limitations on redshift for 36 659 galaxies in the 1/Vmax method. Shown are the

number of galaxies limited in minimum or maximum redshift by the corresponding observable

parameter. This corresponds to the tightest constraint on zmin and zmax for each galaxy. See Table

3.3 for the limits set on each parameter.

Observable Number limited in zmin Number limited in zmax

K Petrosian magnitude 0 193

r Petrosian magnitude 0 36 340

g fiber magnitude 0 0

i fiber magnitude 0 0

K Petrosian radius 36 579 0

µe,K 0 1

µe,r 0 0

z 80 125

Note that the effects of observing a different rest-frame band than theK-band are not included

in the radius calculation. The Petrosian radius of a galaxy does vary as a function of wavelength,

with galaxies being more concentrated in red bands than in blue, but this is a tiny effect considering

the size of the variations in the wavelength: the observed K-band, with effective wavelength

2.20µm (Hewett et al., 2006), corresponds to a rest-frame effective wavelength of 1.69µm at

redshift 0.3, which is slightly redder than the H-band (1.63µm).

The overall redshift limits for each galaxy are then found from the above redshift limits by

zmin = max(zmin,M , . . . , 0.01) (4.73)

zmax = min(zmax,M , . . . , 0.3) (4.74)

where 0.01 and 0.3 are the redshift limits on the sample (Table 3.3).

Given these minimum and maximum redshifts, the volume probed for each galaxy is given by

Vmax = V (zmax)− V (zmin) if zmax > zmin (4.75)

= 0 otherwise (4.76)

Galaxies with Vmax = 0 are removed from the sample; this affected 4 galaxies, reducing the

sample size to 36 659.

Table 4.1 shows the relative importance of each of the sample limits in constraining Vmax. By

far the strongest constraint on the maximum redshift at which a galaxy would be visible is the faint
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Figure 4.5: Schechter function parameters for the simulated samples. Plus symbols show the input

parameters,M∗−5 log h = −23, α = −1 and φ∗ = 0.02h3 Mpc−3, while contours show the one-

and two-sigma error contours on the recovered parameters for the four different simulated samples.

These uncertainties are estimated from 24 jackknife estimations of the Schechter function.

r-band magnitude limit. For the minimum redshift, by far the strongest constraint comes from the

limit on the large K-band Petrosian radius.

4.7 Testing the method with simulated data

I have tested the Vmax estimator and fitting routines using four simulated samples drawn from a

known Chołoniewski function, with Gaussian r − K colours (mean and standard deviation de-

rived from the observed sample, but with no dependence on luminosity), and subject to the same

observational limits of the data sample, except with r < 17.77 rather than r < 17.6. Each sample

contains between 42 632 and 42 885 galaxies. The simulated samples were generated using code I

have written in Python and IDL.

Fig. 4.5 shows the recovered Schechter function parameters from the simulated samples. There

is no obvious systematic bias and the recovered uncertainties, shown by the contours, give a rea-

sonable measure of the closeness of the recovered parameters to the input Schechter function.

The luminosity density, in solar units, may be calculated from the Schechter function as

j =
∫ ∞

0
Lφ(L) dL = φ∗100.4(M�−M∗)Γ(α+ 2) (4.77)

where M� is the absolute magnitude of the sun (taken to be 3.32 in theK-band, Bell et al., 2003b),
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Figure 4.6: Input Chołoniewski function for the simulations (red dotted contours) and the re-

covered BBD from one of the simulated samples (shaded regions and black solid contours).

The space density, φ, is in units of h3 Mpc−3 mag−1 (mag arcsec−2)−1. A Chołoniewski func-

tion was fit to the recovered BBD (not shown). The input (recovered) Chołoniewski func-

tion parameters are M∗ − 5 log h = −23(−23.03 ± 0.01) mag, α = −1(−0.96 ± 0.01),

φ∗ = 0.02(0.0224 ± 0.0003)h3 Mpc−3, µ∗e = 17.5(17.363 ± 0.005) mag arcsec−2, σµe =

0.6(0.580 ± 0.003) mag arcsec−2 and β = 0.3(0.287 ± 0.003). Very similar results are obtained

for the other three simulated samples.

or from the weights of each galaxy by

j =
∑

i

100.4(M�−Mi)wi . (4.78)

For the simulated samples the luminosity density was estimated in these two ways and compared

to the luminosity density from the input Schechter function. By summing the galaxy weights, the

recovered luminosity density typically underestimated the input luminosity density by around 1

per cent, whereas there was no obvious bias from integration of the recovered Schechter function.

Fig. 4.6 shows the input Chołoniewski function and the recovered BBD for one of the simu-

lated samples. The Chołoniewski function gives a good fit to the recovered BBD, but the recovered

BBD is itself biased with respect to the input Chołoniewski function, for all four simulated sam-

ples, most noticeably towards higher surface brightness. The BBDs presented in Chapter 5 should

therefore be considered only approximately correct.

The Chołoniewski fit requires every bin in the BBD, including the empty bins, to have an
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uncertainty. For the bins that have galaxies, the uncertainty is estimated through jackknife resam-

pling, as described in Section 4.4. For the empty bins, as described in Section 4.5.4, the uncertainty

is estimated by first finding Vmax for a hypothetical galaxy at the centre of the bin, and then multi-

plying 1/Vmax by an arbitrary (large) number, chosen to give satisfactory results for the fits. This

method assigns a large uncertainty to the empty bins at low luminosity, where a small volume has

been sampled, and a small uncertainty to the high-luminosity empty bins, where a large volume

has been sampled.

To illustrate the uncertainties in the BBD, Figs. 4.7 and 4.8 respectively show the BBD with

errors subtracted and added. However, simply adding or subtracting the one-sigma errors from

the value at each bin, then plotting on a contour plot, would not give a meaningful estimate of

the uncertainty, since this is strongly dependent on the number of bins. Instead, one-sigma errors

for the whole BBD are estimated by scaling all the bins together, in proportion to the size of the

uncertainty in each bin, so that the reduced χ2 gives a one-sigma error. This corresponds to

χ2 ≡
∑

i

(Xi − µi)2

σ2
i

=
√

2k (4.79)

where k is the number of degrees of freedom (number of bins), and since the χ2 distribution has

variance 2k. So each bin will be varied so that (Xi − µi)2/σ2
i =

√
2k/k =

√
2/k, where Xi is

the upper or lower one-sigma value for bin i, µi is the ”true” value, and σi is the uncertainty in bin

i. I.e., Xi = µi ± σi
4
√

2/k; these are the values shown in Figs. 4.7 and 4.8.
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Figure 4.7: Recovered Chołoniewski function for the simulations (red dotted contours) and the

recovered BBD from one of the simulated samples, with one-sigma (χ2) errors subtracted (shaded

regions and black solid contours). Recovered Chołoniewski parameters are given in Fig. 4.6.

Figure 4.8: As Fig. 4.7 but with one-sigma (χ2) errors added.



96

Chapter 5

Space density in luminosity, surface

brightness and stellar mass

Voilà ce que je vois et ce qui me trouble.

Je regarde de toutes parts, et je ne vois partout qu’obscurité.

La nature ne m’offre rien qui ne soit matière de doute et d’inquiétude.

Given the completeness limits in magnitude, radius, surface brightness and redshift from Chapter

3, the sample of 36 659 galaxies has been defined and will be analysed in this chapter. Fig. 5.1

shows the redshift distribution of this sample, along with the distribution in absolute magnitude,

which is calculated according to the method in Chapter 4. The presence of large-scale structure

can be seen.

In this chapter, the principal results will be presented and compared with those of the literature,

such as the bivariate brightness distribution and luminosity functions for the whole sample and for

subdivisions of the data. The reliability of these results will be assessed by investigating the effect

on the results of choosing different limits to the sample: in the observable parameters, in sky

position and in redshift.

5.1 K-band bivariate brightness distribution

Fig. 5.2 shows the bivariate brightness distribution (BBD) in K-band absolute magnitude and

absolute effective surface brightness, estimated using the 1/Vmax as described in Equation (4.66).

A Chołoniewski function is fit to the BBD: see Section 5.1.3 below.

The value of the space density at any point on the BBD is estimated assuming the visibility of

the full range of galaxy types that exist with that absolute magnitude and surface brightness. This

may in fact not be the case, given the additional limits in faint r-band apparent magnitude and
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Figure 5.1: Redshift and K-band absolute magnitude distribution of the sample (contours, points

and left-hand y-axis) and histogram of redshift distribution (thick red curve, right-hand y-axis).

For reference, the absolute magnitude as a function of redshift corresponding to a source at the K-

band faint magnitude limit, with typical K- and evolution-corrections and neglecting the r-band

limit, is shown by the blue dashed curve. It can be seen that relatively few galaxies are observed

near the K-band magnitude limit; this is because of the r-band magnitude limit.
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Figure 5.2: BBD for the full sample in K-band absolute magnitude and absolute effective surface

brightness. Shaded regions and solid black contours show the space density, φ, as in Fig. 4.6.

The best-fitting Chołoniewski function, estimated using MK − 5 log h < −20 and µe,abs < 19,

is shown by the red dotted contours. Parameters of the fit are M∗ − 5 log h = −22.96 mag,

α = −0.38, φ∗ = 0.0203h3 Mpc−3, µ∗e,abs = 17.37 mag arcsec−2, σµe,abs
= 0.643 mag arcsec−2

and β = 0.191.
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large K-band Petrosian radius. These specific issues will be discussed in the following sections.

They illustrate a general limitation of having a multiply-limited sample: if a sample is limited in

more than two observable parameters, then it is not safe to assume completeness when the sample

is binned in only one or two of those parameters.

One way round this problem is to assume a functional form for the parameters to be integrated,

and then integrate to infinity. For example, when integrating the BBD to obtain the luminosity

function (LF), it could be assumed that in each luminosity bin the BBD is Gaussian in surface

brightness. This will compensate for the limited range in surface brightness, but the reliability

of the resulting luminosity function will be limited by (1) the assumption that surface brightness

is Gaussian at fixed luminosity and (2) the quality of the Gaussian fit in each luminosity bin. A

similar method could be used to integrate over size and colour to obtain the BBD, correcting for

the limited range in r-band magnitude and K-band Petrosian radius.

Another way to deal with this problem is to check that the space density becomes negligi-

ble before the volume becomes too small. For each point in the multi-dimensional parameter

space (intrinsic galaxy properties), there will be a certain volume within which galaxies of these

properties could be detected in the survey. If this volume is too small, then one cannot give a

measurement of φ at that point. However, if φ has already tailed off to a negligible level before the

volume has become too small, then it seems reasonable to ignore contributions from this region of

parameter space to the integrated value of φ.

5.1.1 Completeness in colour

Figs. 5.3 and 5.4 show the effect of the combined r- and K-band flux limits on the completeness,

as a function of K- and r-band absolute magnitude respectively.

From Fig. 4.3 it can be seen that near the r-band flux limit blue galaxies cannot be seen, and

that near the K-band flux limit red galaxies cannot be seen. For the red galaxies that would not

be seen at near the K-band flux limit, consider galaxies at redshift z with r = 17.6 and various

r−K colours, neglectingK- and evolution-corrections. These sources will haveK-band absolute

magnitude

MK = K −DM(z) = r − (r −K)−DM(z) . (5.1)

Fig. 5.3 shows this relation between MK and r −K (with r = 17.6) for z = 0.01 and 0.02,

corresponding respectively to the minimum redshift considered here and the redshift at which the

survey volume is just over 104h−3 Mpc3. It can be seen that red galaxies will not be seen at faint

K-band luminosity, and some incompleteness is therefore to be anticipated at MK − 5 log h >

−19.
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Figure 5.3: Space density of galaxies, in units of h3 Mpc−3 mag−2, as a function of K-band

absolute magnitude and rest-frame r − K Petrosian colour. Note that this is not a true colour

since the apertures differ between the bands. The straight lines show the position on the plot of

hypothetical galaxies at the r-band flux limit, with various r − K colours, situated at z = 0.01

(upper-left line, solid, red) or at z = 0.02 (lower-right line, dashed, green). z = 0.02 corresponds

to a survey volume of 1.06× 104h−3 Mpc3.
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Figure 5.4: As Fig. 5.3 but for r-band absolute magnitude. The straight lines correspond to

hypothetical galaxies at the K-band flux limit, with various r −K colours, situated at z = 0.01

(lower-left line, solid, red) or at z = 0.02 (upper-right line, dashed, green).

A similar relation may be derived for the blue galaxies that would not be seen near theK-band

flux limit. Considering a galaxy at redshift z with K = 16 (the K-band flux limit), the r-band

absolute magnitude will be

Mr = r −DM(z) = K + (r −K)−DM(z) . (5.2)

Fig. 5.4 shows this relation between Mr and r−K (with K = 16), from which it may be seen

that blue galaxies will not be seen at faint r-band luminosity. Significant incompleteness is to be

expected for Mr − 5 log h > −17.5.

The limit in large K-band Petrosian radius also has an effect on the completeness in colour, as

described in the following section.

5.1.2 Completeness in size

For the large radius limit, considering a source with a certain K-band magnitude and surface

brightness, and assuming the Petrosian radius rP is twice the effective radius, Equation (2.9) can

be written as

µe,K ' K + 2.5 log 2π
(rP

2

)2
. (5.3)

For K = 16 and µe,K = 19.5 mag arcsec−2, this corresponds to a limit in Petrosian radius of 4.0

arcsec, considerably less than the 6 arcsec limit intrinsic to the data; only for surface brightness
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fainter than 20.38 mag arcsec−2 does the 6 arcsec large radius limit dominate.

However, when the Petrosian magnitude limit of r < 17.6 is included, for certain r − K

colours, the limits in angular size and magnitude can give a stronger constraint on surface bright-

ness. The above equation can be written as

µe,K ' r − (r −K) + 2.5 log 2π
(rP

2

)2
. (5.4)

For r = 17.6 mag and rP = 6 arcsec, this gives µe,K < 19.5 mag arcsec−2 for (r −K) > 2.48.

For these galaxies, the limit in radius is more significant than the (approximate) limit in K-band

effective surface brightness. Figure 4.3 shows that many galaxies in the sample have r−K > 3.5

(observed-frame colours), corresponding to a surface brightness limit of µe,K . 18.5 mag arcsec.

At the high-redshift limit of the sample, this would correspond to incompleteness for very red

galaxies with absolute K-band effective surface brightness µe,K,abs . 18 mag arcsec (see Section

4.2.4). The K-band low-surface brightness limit is therefore colour-dependent.

The effect of these limits may be seen more clearly by considering the two strongest constraints

on the visibility of the galaxies: the faint r-band magnitude limit and the largeK-band radius limit.

At any given redshift, only galaxies brighter than a certain absolute r-band magnitude are

visible, and only galaxies smaller than a certain absolute K-band Petrosian radius are visible.

These limits are found from Equations (4.2) and (4.3) by setting r < 17.6 mag and rP < 6 arcsec

(Petrosian radius). In this section, K-corrections are determined by assuming typical KCORRECT

coefficients, as described in Section 4.2.1.

Fig. 5.5 shows the variation with redshift of the faint r-band absolute magnitude limit and the

large physical K-band Petrosian radius limit, for the redshift range of the sample.

Fig. 5.6 shows the bivariate space density of the sample in r-band absolute magnitude and K-

band physical Petrosian radius. Also shown is the boundary of the region in which galaxies would

be visible, considering the limits in r-band apparent magnitude and K-band Petrosian radius. It

can be seen that there is a sharp cut-off for large galaxies at medium or high luminosity, while

galaxies that are both very luminous and very large (if they exist) would not be visible at all.

Fig. 5.7 shows the bivariate space density of the sample in K-band absolute magnitude and

K-band physical Petrosian radius. The limits on visibility of galaxies with various rest-frame

r −K band colours are shown. Limits in K-band apparent magnitude are not taken into account,

but Table 4.1 shows that this limit makes no difference to the vast majority of the sample.

For blue galaxies, the limit inK-band Petrosian radius makes no difference, except at the high-

redshift end, as the limit in K-band effective surface brightness provides a stronger constraint.

However, for red galaxies, the radius limit has a strong effect throughout the luminosity range,

excluding from the sample those galaxies that have low surface brightness. At low luminosity,
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Figure 5.5: Limits in absolute r-band magnitude and physical K-band Petrosian radius as a

function of redshift, determined using Petrosian magnitude r < 17.6, with typical K-corrections,

and Petrosian radius rP > 6 arcsec.

the r-band magnitude limit places a constraint on faint absolute K-band absolute magnitude, as is

also seen in Fig. 5.3. At high luminosity, the limit in radius sets a maximum physical size to the

galaxy, regardless of the luminosity, in both r and K. This corresponds to the maximum redshift

of the sample (z = 0.3) and is given by Equation (4.3):

R =
1000πrDA(z)
180× 3600

=
1000π(6 arcsec)DA(0.3)

180× 3600
= 18.7h−1 kpc (5.5)

From the proximity of this limit to the shaded region in Fig. 5.7, it seems likely that there are some

very large and very luminous galaxies that have been excluded because of this limit.

That the low-surface brightness limit in the K-band is colour-dependent can be seen by com-

paring the cut-off towards low surface brightness (towards the top-left of the plots) in Figs. 5.6 and

5.7.

It is difficult, if not impossible, accurately to quantify this incompleteness at low surface

brightness, which will affect the low-surface brightness regions of the BBD as well as the lu-

minosity function (see next section). However, from Fig. 5.7 it appears that, at medium or high

luminosity, the low-suface brightness limit is well clear of the peak in the space density. So it

seems reasonable to assume that the vast majority of the space density has been detected, for any

given luminosity and for all colours, except at extremely high luminosity, where the high-redshift

limit is significant.
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Figure 5.6: Bivariate space density of the sample in r-band absolute magnitude and K-band

physical Petrosian radius. The solid red line shows the combined limit from the r-band absolute

magnitude and K-band Petrosian radius, which are shown separately in Fig. 5.5. Only galaxies

below and to the right of the line would be visible in the survey (the top-left of the plot is the

low-surface brightness region). At high luminosity, the limit in radius becomes constant; this

corresponds to the high-redshift limit of z = 0.3.
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Figure 5.7: Bivariate space density of the sample in K-band absolute magnitude and K-band

physical Petrosian radius. The solid red lines show the combined limit from the r-band absolute

magnitude andK-band Petrosian radius for various rest-frame r−K colours. Only galaxies below

and to the right of the line would be visible in the survey. From the top-left to the bottom-right,

the red lines correspond to r −K = 1.5, 2.5 and 3, respectively.
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Figure 5.8: BBD with one-sigma errors subtracted, as Fig. 4.7.

This issue could be resolved with greater r-band depth and a higher maximum-redshift limit,

while still maintaining the large-radius limit. However, the larger the range in redshift spanned

by the sample the greater the uncertainty caused by modelling of the evolution corrections, so it

would be preferable to relax the large-radius limit rather than the high-redshift limit. However, this

would be possible only by running the LAS data through a different source-extraction pipeline.

This will be discussed further in Chapter 6.

5.1.3 Chołoniewski fit

Fig. 5.2 also shows the best-fitting Chołoniewski fit to the BBD, performed as described in Section

4.7. It can be seen that the function provides a poor fit to the data, being unable to fit simultane-

ously the decline at high surface brightness and high luminosity, the broadening of the surface

brightness distribution at faint luminosity, or the slope of the luminosity–surface brightness rela-

tion, which flattens at high luminosity. These features have also been seen in optical determina-

tions of the BBD (e.g., Driver, 1999; Blanton et al., 2001; Cross & Driver, 2002; Driver et al.,

2005)

Figs. 5.8 and 5.9 respectively show the BBD with one-sigma (χ2) errors subtracted and added.

Even within the uncertainties a Chołoniewski function still provides a poor fit.

The data used to find the fit are taken only from those regions of the BBD unlikely to be

affected by significant incompleteness (see Sections 5.1.1 and 5.1.2). The limits chosen areMK−

5 log h < −20 and µe,abs < 19, although it is clear by visual inspection that a different choice of
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Figure 5.9: BBD with one-sigma errors added, as Fig. 4.8.

limits cannot yield a Chołoniewski function that fits the data well.

5.2 K-band luminosity function and luminosity density

The luminosity function is found by summing the galaxy weights (w = 1/Vmax) in bins of lumi-

nosity. This is equivalent to a marginalization of the BBD along the surface brightness axis. As

such, any incompleteness in surface brightness will also be reflected in the luminosity function.

This will have an effect at all values of the luminosity, but the effect is likely to be small, except

at low luminosity, where most galaxies have low surface brightness.

Fig. 5.10 shows the K-band luminosity function for the whole sample. The parameters of the

best-fitting Schechter function correlate strongly, with corr(M∗, α) = 0.92, corr(M∗, φ∗) = 0.97

and corr(α, φ∗) = 0.91.

The most significant deviation from the publishedK-band luminosity functions is at the bright

end, where my LF has a very steep decline compared with those of Bell et al. (2003b), Eke et al.

(2005) and Jones et al. (2006). There are several possible explanations for this, for example:

1. Differences in the evolution corrections used (0.3 mag at z = 0.3 for my value of Q = 1),

affecting the high-luminosity galaxies (cf. Fig. 5.1). Jones et al. (2006) applied no evolution

corrections, although they have a redshift limit of z < 0.2. Eke et al. (2005), for z < 0.12,

and Bell et al. (2003b) applied combined K- and evolution-corrections similar to my own.

There is better agreement between my results and those of Kochanek et al. (2001), although
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Figure 5.10: K-band luminosity function for the whole sample, with a compendium of published

results from observations or semi-analytic models. Only the filled points are used in the Schechter

function fit, i.e., MK − 5 log h < −20; the unfilled points are likely to suffer from some incom-

pleteness of low-surface brightness or red, low-luminosity galaxies. Schechter function parameters

are M∗ − 5 log h = −23.17± 0.04, α = −0.81± 0.04 and φ∗ = (0.0176± 0.0009)h3 Mpc−3.
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they applied no evolution corrections.

2. I have used Petrosian magnitudes, which are significantly fainter than total magnitudes for

galaxies with a high Sérsic index (Graham et al., 2005), for example, by 0.24 mag for a de

Vaucouleurs profile (Blanton et al., 2001). Kochanek et al. (2001) used isophotal magnitudes

with a correction of 0.20 ± 0.04 mag to estimate total magnitudes, but a larger correction

may be needed for the most luminous galaxies (Blanton et al., 2001), which tend to have a

higher Sérsic index. Bell et al. (2003b) used the 2MASS Kron magnitudes with a correction

of 0.1 mag, Eke et al. (2005) applied a similar correction based on the J −KS colour, while

Jones et al. (2006) used the 2MASS total (extrapolated) magnitudes. However, this effect is

countered to an extent by the effects of seeing, which, for a de Vaucouleurs profile, increases

the fraction of the galaxy’s flux recovered by the Petrosian magnitude when the angular size

of the galaxy is small (Blanton et al., 2001). This is the case for most of the luminous

galaxies in the sample, which are generally observed at higher redshift.

3. Unidentified sources of incompleteness or a poorly understood selection function, given the

non-trivial limits on my sample and the dependence on completeness in SDSS.

4. Improved photometry: significant magnitude errors at the bright end will lead to an overes-

timate of the space density at high luminosities (Jones et al., 2006). The results of Kochanek

et al. (2001), Bell et al. (2003b), Eke et al. (2005) and Jones et al. (2006) are all based on

2MASS magnitudes, with much shallower imaging than the UKIDSS LAS. Moreover, the

most luminous galaxies in my sample are all observed at magnitudes much brighter than the

K-band flux limit, as can be seen from Fig. 5.1, so the photometric errors are very small.

Fig. 5.11 shows a comparison betweenK-band 2MASS Kron magnitudes and UKIDSS Pet-

rosian magnitudes for sources in this sample with counterparts in the 2MASS XSC (Jarrett

et al., 2000). It can be seen that a significant number of faint 2MASS sources have 2MASS

Kron magnitudes that are much brighter than UKIDSS Petrosian magnitudes, sometimes by

over 0.5 mag. If the UKIDSS magnitudes are more accurate, then this suggests that 2MASS

luminosity functions will over-estimate the bright end, since high luminosity galaxies are

most often found near the faint magnitude limit. For a more in-depth comparison between

UKIDSS and 2MASS photometry, see Cross et al. (in preparation).

5. Missing deblended sources. My sample excludes all sources flagged as deblended in the

LAS. If, as discussed in Section 4.1, these sources are in fact preferentially high-luminosity

galaxies, then my LF would be underestimated at the bright end.
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Figure 5.11: Residual K-band magnitudes between 2MASS Kron and UKIDSS Petrosian mag-

nitudes for 5463 sources matched between my sample and the 2MASS XSC, with 2MASS

KKron < 13.5 mag. Dust reddening corrections have not been applied. Contours show the density

of sources on a logarithmic scale, with sources shown as points where the density is low. The

mean offset is 0.096 mag, such that 2MASS magnitudes are brighter on average, with a standard

deviation of 0.19 mag.
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6. Incompleteness at very large physical radius. As shown in Fig. 5.7, the limits in K-band

Petrosian radius and redshift combine to set an upper limit to the physical radius of galaxies

in the sample. It appears likely that this will lead to some incompleteness forMK−5 log h <

−24, and significant incompleteness for MK − 5 log h < −25.5.

There is general agreement at the bright end of the (Petrosian) r-band LF (see below), which is

consistent with the possible explanations listed above, although it does suggest that the effect of

missing deblended galaxies is not the most significant factor. Further investigation is required to

resolve this.

The steeper bright end leads to a fainter value of M∗ compared with previous results, and

consequently (given the strong correlation between M∗ and α) a shallower value for the faint-end

slope, α. It should be clear from Fig. 5.10 that the faint end of the Schechter function does not

coincide with the faint end of the luminosity function. It should also be noted that the 1/Vmax

method is sensitive to large-scale structure, which will be particularly apparent at the faint end of

the LF.

The Schechter function fit used only those points with MK − 5 log h < −20. However the

resulting parameters of the Schechter function are largely independent of the range of values in-

cluded in the fit (see Fig. 6.1).

At intermediate magnitudes, MK − 5 log h ' −22, my LF is noticeably higher than those

from the literature. This is likely to be due to an overdensity of galaxies at z . 0.1, as seen in Fig.

5.1.

The K-band luminosity density, with jackknife errors, is found to be j = (6.375 ± 0.078) ×

108 L� hMpc−3 from the Schechter function, or j = (6.500 ± 0.073) × 108 L� hMpc−3 from

the galaxy weights. The true luminosity density is likely to be higher than these values since the

Schechter function provides a poor fit at both the faint end and the bright end, and since there are

known sources of incompleteness in absolute magnitude, colour and surface brightness at the faint

end. For comparison, measurements of the luminosity density from the published results shown

in Fig. 5.10 lie within approximately (5.8–7.6)×108 L� hMpc−3 (see Jones et al., 2006, fig. 15).

5.3 r-band luminosity function and luminosity density

The r-band luminosity function is found using the same sample of galaxies as above, but with the

weights (1/Vmax) summed in bins of r-band luminosity.

Fig. 5.12 shows the r-band luminosity function. While there is excellent agreement at the

bright end with the LF of Blanton et al. (2003b), my LF is over-dense at intermediate redshifts,
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Figure 5.12: r-band luminosity function. Only the filled points are used in the Schechter func-

tion fit, i.e., Mr − 5 log h brighter than −18; the unfilled points are likely to suffer from some

incompleteness of low-surface brightness galaxies or low-luminosity blue galaxies. The LF of

Blanton et al. (2003b) has been adjusted from the 0.1r-band at z = 0.1 to the r-band at z = 0 by

(1) shifting Qzmag fainter in magnitude, with Q = 1.62 and z = 0.1, (2) reducing the number

density by 0.4Pz dex, with P = 0.18, and (3) making the LF 0.22 mag brighter in magnitude,

to convert from 0.1r to r. Schechter function parameters are M∗ − 5 log h = −20.32 ± 0.04,

α = −0.87± 0.05 and φ∗ = (0.0216± 0.0010)h3 Mpc−3.

probably due to large-scale structure. The deficit of blue low-luminosity galaxies, identified in

Fig. 5.4, is clearly evident.

The r-band luminosity density is found to be j = (1.964 ± 0.028) × 108 L� hMpc−3 by

extrapolating the Schechter function, or j = (1.977± 0.021)× 108 L� hMpc−3 from the galaxy

weights, assuming a solar absolute magnitude of 4.64 (Blanton & Roweis, 2007). Again, the true

luminosity density is likely to be higher than these values given the incompleteness at the faint

end. This is somewhat higher than the r-band z = 0 luminosity density of Blanton et al. (2003b),

−15.90 + 2.5 log hmag in a Mpc3, or 1.64× 108 L� hMpc−3.

Given that I use the same source of data as Blanton et al. (2003b), but over a smaller area, with

a more complex selection function and with an inferior luminosity function estimator, the r-band

results I find should not be interpreted as being more than a consistency check on my analysis.
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Figure 5.13: K-band LF for the NGP and SGP regions, also showing the LF for the whole sample.

Jackknife errors are shown for the whole sample and Poisson errors for the sub-samples. The inset

shows the redshift distribution of galaxies in each sub-sample, with the line colours corresponding

to the colours of the symbols in the main figure.

5.4 Large-scale structure

In order to show the effect of large-scale structure on my results, I have estimated the luminosity

function for the five principal subdivisions of the sample (see Fig. 4.1).

Fig. 5.13 shows the K-band LF for the SGP region and the four NGP regions, together with

the LF for the whole sample and the redshift distribution for each sub-sample. I note the following:

1. There is a large scatter at low luminosities, illustrating the limitations of the 1/Vmax method.

2. Each sub-sample is normalized according to the number of galaxies rather than the area cov-

ered, so a genuine over-density at a certain redshift will be artificially compensated for by

an apparent under-density at other redshifts, and vice versa. Given the correlation between

redshift and absolute luminosity (Fig. 5.1), this means that large-scale structure at interme-

diate redshifts will distort the luminosity function at both ends. This may be seen for the

SGP region, where an under-density at z ' 0.1, seen at MK − 5 log h between −22.5 and

−23, may have led to an over-estimate of the LF at both the faint end and the bright end,

while for the NGP2 region, an over-density at z . 0.1 (MK − 5 log h ' −22.5), the Sloan

Great Wall (Gott et al., 2005), may have led to an under-estimate of the LF at both ends.
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Figure 5.14: K-band luminosity function for galaxies in three different redshift intervals, also

showing the LF for the whole sample.

5.5 Variation with redshift

In order to identify further sources of bias I split the sample into three bins in redshift, containing

approximately equal numbers of galaxies.

Fig. 5.14 shows the K-band LF estimated for the low-, mid- and high-redshift sub-samples.

There is disagreement at the bright end between the different slices, with φ getting progressively

higher at higher redshift. This trend could be a result of the evolution corrections being too small,

but the trend is still present when a correction as strong as Q = 2 is applied. It is more likely to

be a result of (1) an over-simplistic form for the evolution corrections, E(z) = Qz, independent

of galaxy type, (2) a decreasing apparent Sérsic index with decreasing angular size, as a result

of convolution with the PSF, causing a greater fraction of a galaxy’s flux to be recovered by the

Petrosian magnitude when the galaxy is observed at higher redshift, (3) poorly understood limits

to the sample, or (4) large-scale structure affecting both the shape and normalization of the LF for

each redshift slice.

This test does make it clear that my results are to an extent dependent on the redshift limits

chosen: choosing a lower value than 0.3 for the maximum redshift would have given an even

steeper bright-end slope for the LF. This is likely to be due to the limit on the large physical radius,

which is dependent on the maximum redshift of the sample; this translates to an approximate limit

to the maximum luminosity, given the correlation between luminosity and physical size.
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Figure 5.15: Histogram of V/Vmax for 36 659 galaxies in the sample. 425 of the galaxies were

assigned values of the redshift limits such that V > Vmax; these have been given values of

V/Vmax = 1.

Fig. 5.15 shows the values of V/Vmax for the sample. The mean value is 〈V/Vmax〉 = 0.476,

which is 16σ below the expected value of 0.5, using σ = (12n)−1/2 and n = 36659. (This result

remains the same with Q = 2.) This provides clear evidence for some incompleteness, or some

inadequacies with the modelling of the evolution corrections, or both.

5.6 Subdividing the sample

The bimodality of the galaxy population has been recognized by many authors (see Driver et al.,

2006; Ball et al., 2006, and references therein). This may be visualized by subdividing the LF

or BBD in various ways, for example, according to colour, concentration or spectral class. Of

these properties, I find, following Driver et al. (2006), that the u − r core (PSF) colour gives a

particularly sharp dichotomy.

The space density for each sub-population is estimated by summing the weights of galaxies of

that type, with jackknife errors estimated subsequently.

5.6.1 Subdividing by colour

Driver et al. (2006) demonstrated that the central (PSF) u− r colour is very effective for subdivid-

ing the sample. They suggest that this is because it reflects the colour of the bulge of the system,
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Figure 5.16: BBD for red galaxies, with (u − r)PSF > 2.35. The best-fitting Chołoniewski

function, estimated using MK − 5 log h < −20 and µe,abs < 19, is shown by the red dotted

contours. Parameters of the fit areM∗−5 log h = −22.88 mag, α = 0.17, φ∗ = 0.0121h3 Mpc−3,

µ∗e,abs = 17.09 mag arcsec−2, σµe,abs
= 0.570 mag arcsec−2 and β = −0.012.

rather than the combined colour of the bulge and disc.

Figs. 5.16–5.18 show the K-band BBD and K- and r-band LFs split by the SDSS rest-frame

u− r PSF colour with u− r > 2.35 or u− r < 2.35 for red and blue galaxies respectively.

The BBD for red galaxies, excluding outliers, shows no evidence of a correlation between

luminosity and surface brightness, while the BBD for blue galaxies shows no flattening off of the

luminosity–surface brightness relation at high luminosities, suggesting that this division reflects a

property of the underlying population. Moreover, the Chołoniewski function appears to fit the blue

BBD much better than it fits the BBD for the whole sample. However, I caution that the lack of

red-core galaxies with MK − 5 log h > −20 could be a symptom of the incompleteness identified

in Fig. 5.3, while the lack of such galaxies with µe,abs > 19.5 mag arcsec−2 could be due to the

low-surface brightness limit for de Vaucouleurs profile galaxies.

The LFs show a sharp division, with red-core galaxies more abundant than blue-core galaxies

by an order of magnitude at high luminosity (and vice versa at low luminosity), and with the bright

end of the LF around 0.8 mag more luminous in the K-band for red-core galaxies.
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Figure 5.17: BBD for blue galaxies, with (u − r)PSF < 2.35. The best-fitting Chołoniewski

function, estimated using MK − 5 log h < −20 and µe,abs < 19, is shown by the red dotted con-

tours. Parameters of the fit are M∗ − 5 log h = −22.52 mag, α = −0.86, φ∗ = 0.0131h3 Mpc−3,

µ∗e,abs = 17.94 mag arcsec−2, σµe,abs
= 0.807 mag arcsec−2 and β = 0.463.

Figure 5.18: K-band (left) and r-band (right) LFs for red and blue galaxies, showing the total LF

as well.
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Figure 5.19: BBD for galaxies with early spectral type, defined as eClass< −0.1. As Fig. 5.16.

Parameters of the fit are M∗−5 log h = −22.91 mag, α = 0.09, φ∗ = 0.0103h3 Mpc−3, µ∗e,abs =

17.08 mag arcsec−2, σµe,abs
= 0.553 mag arcsec−2 and β = −0.004.

5.6.2 Subdividing by spectral type

The SDSS eClass (Connolly et al., 1995; Connolly & Szalay, 1999) is a continuous measure of the

spectral class of the spectral class of a galaxy, based on a principal component analysis of SDSS

spectra. Ball et al. (2006) demonstrated that this can be used effectively to subdivide the galaxy

population.

Figs. 5.19 and 5.20 show the K-band BBD for early and late spectral type respectively, while

Fig. 5.21 shows the K-band and r-band LFs for the subdivisions. It can be seen that the same

general trends are present, as when the sample is subdivided by colour, although the separation is

less pronounced at the bright end of the luminosity functions.

5.6.3 Subdividing by concentration

The SDSS inverse concentration index (e.g., Blanton et al., 2001) may also be used to subdivide

the sample (Ball et al., 2006). This is defined as CIinv = R50/R90, where R50 and R90 are

respectively the radii containing 50 and 90 per cent of the r-band Petrosian flux. An inverse

concentration index is chosen so that 0 < CIinv < 1. In order to give a clear distinction, I divide

the sample here into high concentration (CIinv < 0.36) and low concentration (CIinv > 0.36).

Figs. 5.22 and 5.23 show theK-band BBD for high and low concentrations respectively, while
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Figure 5.20: BBD for galaxies with late spectral type, defined as eClass> −0.1. As Fig. 5.16.

Parameters of the fit are M∗ − 5 log h = −22.93 mag, α = −0.86, φ∗ = 0.0109h3 Mpc−3,

µ∗e,abs = 17.71 mag arcsec−2, σµe,abs
= 0.794 mag arcsec−2 and β = 0.355.

Figure 5.21: As Fig. 5.18 but for early and late spectral class.
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Figure 5.22: BBD for galaxies with high concentration, as Fig. 5.16. Parameters of the fit are

M∗ − 5 log h = −22.98 mag, α = 0.12, φ∗ = 0.0072h3 Mpc−3, µ∗e,abs = 16.89 mag arcsec−2,

σµe,abs
= 0.476 mag arcsec−2 and β = −0.029.

Fig. 5.24 shows the K-band and r-band LFs for the subdivisions. Once again, the same general

trends are apparent, as with previous subdivisions, but there is greater overlap between the popu-

lations.

5.7 Stellar mass function

Stellar masses are derived from the KCORRECT template fits, which are based on the ugriz pho-

tometry. Described in more detail by Blanton & Roweis (2007), these templates are generated

from Bruzual & Charlot (2003) stellar population synthesis models with a Chabrier (2003) initial

mass function (IMF).

The M/L ratio varies less at near-infrared than at optical wavelengths (Bell & de Jong, 2001)

so, assuming the uncertainty in stellar mass is dominated by the uncertainty in the M/L ratio, it

makes sense to estimate the stellar mass from the near-infrared absolute magnitude and the M/L

ratio at that wavelength. Ideally the M/L ratio could be found by fitting a template to all available

photometry, i.e., ugrizY JHK for SDSS and UKIDSS. However, for this analysis, where I have

good optical colours (with consistent apertures) but poor near-infrared and optical–near-infrared

colours, I find it is best to estimate the K-band M/L ratio using the optical colours only.

Fig. 5.25 shows the stellar mass function, with stellar masses estimated from the K-band
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Figure 5.23: BBD for galaxies with low concentration, as Fig. 5.16. Parameters of the fit are

M∗ − 5 log h = −22.73 mag, α = −0.52, φ∗ = 0.0166h3 Mpc−3, µ∗e,abs = 17.77 mag arcsec−2,

σµe,abs
= 0.717 mag arcsec−2 and β = 0.275.

Figure 5.24: As Fig. 5.18 but for high- or low-concentration galaxies.
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Figure 5.25: Stellar mass function. Only the filled points are used in the Schechter function fit,

i.e., stellar mass greater than 109.5h−2 M�; the unfilled points are likely to suffer from some in-

completeness of low-surface brightness galaxies. Masses calculated from the K-band KCORRECT

mass-to-light ratios have been increased by 0.1 dex. Schechter function parameters are found to

be log(M∗h2/M�) = 10.44± 0.02, α = −1.02± 0.04 and φ∗ = (0.0112± 0.0007)h3 Mpc−3.

Stellar masses based on other IMFs have been reduced for comparison with my results, based on

the Chabrier IMF: Salpeter IMF (Panter et al., 2004) by 0.3 dex, ‘diet’ Salpeter (Bell et al., 2003b)

by 0.15 dex, and no conversion has been applied for the Kennicutt (Eke et al., 2005) or Kroupa

(Baldry et al., 2008) IMFs.

absolute magnitudes and the K-band mass-to-light (M/L) ratios from KCORRECT. At the high-

mass end my results agree well with previously-published stellar mass functions, while at the

low-mass end the discrepancy could be a result of incompleteness or large-scale structure. The

underdensity at intermediate masses (M ' 109h−2 M�) could be due to inappropriate M/L

ratios or large-scale structure.

Fig. 5.26 shows the stellar mass function calculated using the default mass and the various

mass-to-light ratios, all given by KCORRECT. I found there to be an offset in the masses de-

rived from the K-band M/L ratios compared with the masses derived from the optical bands.

The precise cause of this offset is not known, but it has been compensated for by increasing the

K-band-derived masses by 0.1 dex. The greater uncertainty in blue M/L ratios would be ex-

pected to stretch the high-mass end of the SMF, as seen in the u- and g-bands SMFs. Smaller

uncertainty in the red or near-infrared M/L ratios may be responsible for the disagreement at
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Figure 5.26: Stellar mass function, using various mass-to-light ratios and the default KCORRECT

mass, which is derived from the template fit to the input (ugriz) absolute magnitudes. Masses

calculated from the K-band KCORRECT mass-to-light ratios have been increased by 0.1 dex.

low masses. However, there is some uncertainty in the K-band M/L ratios caused by the emis-

sion from thermally-pulsating asymptotic giant branch (TP-AGB) stars, which are very difficult to

model (Bruzual, 2007).

The stellar mass density is found to be (3.12± 0.05)× 108 hM� Mpc−3 by extrapolating the

Schechter function or (3.09± 0.04)× 108 hM� Mpc−3 from the galaxy weights. Due to incom-

pleteness this is likely to be an underestimate, and a different IMF could increase this substantially,

for example, by a factor of 2 for a Salpeter IMF.

5.8 Summary

The results presented in this chapter appear to confirm previous findings for the (optical) bivariate

brightness distribution, K- and r-band luminosity functions and the stellar mass function. How-

ever, various sources of uncertainty have been identified, which suggest that additional work is

needed in order to obtain precise results for the space density of galaxies from the LAS.
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Chapter 6

Conclusions

Il n’est pas certain que tout soit incertain.

Having already compared my results with those of other authors in Chapter 5, I now consider some

implications of those findings along with various possible improvements and extensions.

6.1 Summary of results and interpretation

I have presented an estimate of the space density of galaxies from the UKIDSS Large Area Survey.

The 1/Vmax space density estimator has been used in a multi-dimensional form to produce results

for the K-band and r-band luminosity functions and the stellar mass function that are consistent

with previous findings. I have presented the first K-band bivariate brightness distribution in K-

band absolute magnitude and effective surface brightness, which shows similar trends to the optical

BBD.

The multiple limits on the survey have been taken into account. For example, deblended

sources have been excluded, and limits inK-band and r-band magnitude,K-band Petrosian radius

and K-band surface brightness have been used to estimate the volume within which each galaxy

would have been visible.

Given the general consistency with previous results, my findings serve to reinforce the conclu-

sions of others, which are described here.

6.1.1 Interpreting the luminosity function

The LF in both the K- and r-bands has been found to be close to a Schechter function. The expo-

nential decline at high luminosity suggests a galaxy formation mechanism that limits the maximum

permissible size of a galaxy, while the almost flat slope at low luminosity is likely to reflect a low

star formation efficiency in low-mass objects (Baldry et al., 2008). Both of these features can be
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explained by feedback: from AGN, limiting the maximum size, or from supernovae, expelling the

gas from small galaxies and thus limiting their star formation (see Section 1.4.3).

6.1.2 Interpreting the bivariate brightness distribution

The BBD displays a clear correlation between luminosity and surface brightness, which flattens

at high luminosity and broadens at low luminosity. Along with the associated luminosity–size

correlation, this has been seen previously by other authors (see Sections 1.7.2 and 5.1.3).

These relations have been associated with various theoretical models for galaxy formation.

The properties of a galaxy are expected to be related to the properties of the dark matter halo in

which it formed. So the mass of the galaxy will be related to the mass of the halo, and the size

(and hence the surface brightness) of the galaxy disc will be related to the angular momentum of

the halo, as described by the dimensionless spin parameter of the dark matter halo (Peebles, 1969).

This connection has been made in various studies, with good agreement with observations (e.g.,

Fall & Efstathiou, 1980; Dalcanton et al., 1997; Mo et al., 1998; de Jong & Lacey, 2000; Bell

et al., 2003a; Somerville et al., 2008).

Freeman’s law for galaxy discs (Freeman, 1970) expresses the observation that galaxy discs

are found to have essentially the same surface brightness, independent of luminosity. However,

this observation can be explained as a selection effect (e.g., Phillipps & Disney, 1986). de Jong

& Lacey (2000), by fitting a Chołoniewski function to their data, have found a relation between

the luminosity and the effective radius for spiral galaxies. This is shown by Driver et al. (2005,

table 2, fig. 19) to be equivalent to an increasing surface brightness with increasing luminosity. For

galaxy spheroids, the Kormendy relation (Kormendy, 1977) relates the effective surface brightness

to the effective radius. This may be converted to a surface brightness–luminosity relation (using

L = 2πµer
2
e , in appropriate units), and corresponds to higher luminosity galaxies having a lower

surface brightness (Driver et al., 2005). For elliptical galaxies, the Kormendy relation may be

understood as a projection of the Fundamental Plane onto the plane of effective radius and surface

brightness (Waddington et al., 2002).

The observed BBD may arise through a combination of these trends, and as a result of a change

in the typical bulge-to-disc ratio as a function of luminosity, with higher luminosity galaxies gen-

erally being increasingly bulge-dominated (Driver et al., 2005).

6.1.3 Interpreting the bimodality

Results presented in Section 5.6 suggest that core colour, spectral class and concentration each re-

flect the bimodality of the galaxy population (see also Sections 1.4.2 and 1.7.2). This is consistent
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with previous results that have found that galaxies may be divided into two broadly distinct but

overlapping populations: one consisting of early-type, red, luminous, passive, concentrated galax-

ies, and the other consisting of late-type, blue, low-luminosity, star-forming, low-concentration

galaxies (Driver et al., 2006; Ball et al., 2006), with the fraction of red or early-type galaxies

increasing towards higher-density environments (Baldry et al., 2006; Bamford et al., 2008).

Driver et al. (2006, 2007a,b) have shown that the bimodality of the galaxy population is

strongly related to the two-component nature of galaxies, with (classical) bulge-dominated galax-

ies forming the red population and disc(+pseudobulge)-dominated galaxies forming the blue pop-

ulation. (See Kormendy & Kennicutt, 2004, and Section 1.3.5 for an explanation of the difference

between classical bulges and pseudobulges.) By performing bulge-disc decomposition on a large

sample of galaxies, they have shown that the dichotomy between the bulge population and the disc

population is stronger than the dichotomy between the red population and the blue population.

This suggests that bulges and discs have different formation mechanisms and histories.

The (classical) bulge-disc nature of galaxies would not in itself produce the observed bimodal-

ity of galaxies, since no bimodality will be seen if the bulge-to-total fraction varies smoothly from

0 to 1. Rather, the galaxy bimodality will arise only if the bulge-to-total fraction is itself bimodal,

with galaxies dominated by either their bulge or their disc. One possible explanation is that galax-

ies with a classical bulge have undergone a major merger whereas galaxies with no classical bulge

have not (Drory & Fisher, 2007).

6.2 Measuring the evolution of the Schechter function

The properties and evolution of the galaxy population are conventionally quantified using simple

functional (e.g., Schechter function) fits to the data. With a large sample of low-redshift galaxies,

it is possible to test for expected bias when such a simple form is assumed for the luminosity

function at high redshift.

Fig. 6.1 shows the Schechter function fits to K-band luminosity function of Section 5.2, re-

stricting the fit to various portions of the luminosity function. This is intended to mimic surveys

at higher redshift, where only the bright end of the luminosity function is visible. These results

suggest that, even for a non-evolving luminosity function, with increasing redshift one would ob-

serve (1) a steeper faint-end slope, (2) a brighter characteristic magnitude and (3) a decreasing

number density at the characteristic magnitude. This arises because of systematic deviations from

the Schechter function form and highlights the danger of relying too strongly on the Schechter

function fits.
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Figure 6.1: K-band luminosity function, showing Schechter function fits restricting the fitting

range in absolute magnitudes, intended to mimic surveys at higher redshifts.

6.3 Possible improvements to UKIDSS data

The most significant difficulties encountered in this work have been related to the UKIDSS source

extraction, particularly the large radius limit corresponding to a 24 arcsec diameter aperture. This

is likely to be a matter of optimizing the parameters of the source extractor to suit a particular

purpose: with ground-based deep near-infrared imaging, the sky is so bright that there can be no

‘one size fits all’ source extractor. If the software is well suited to point sources, then it is unlikely

to be ideally suited to extended sources. Most of the applications of UKIDSS are for compact

sources or point sources, such as stars in the Galactic Plane Survey (GPS) and Galactic Clusters

Survey (GCS), brown dwarfs and quasars in the Large Area Survey (LAS) and distant galaxies in

the Deep eXtragalactic Survey (DXS) and Ultra-Deep Survey (UDS).

For these reasons, the best course of action seems to be to generate an extended source cata-

logue using a different source extraction pipeline. Others are taking this approach. For example,

La Barbera et al. (2008) have investigated the SDSS-UKIDSS Fundamental Plane of elliptical

galaxies using their own source extractor on UKIDSS images at the locations of known SDSS

galaxies.

A more suitable UKIDSS extractor for extended sources would have the following character-

istics.

1. The sky subtraction would be suitable for large extended objects. Dye et al. (2006) explain
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that the UKIDSS source extractor traces variations in the sky brightness on a scale of 25.6

arcsec, which ‘represents a compromise between being small enough to follow rapidly vary-

ing background and large enough to sample sufficient sky pixels outside objects’. However,

in order to extract properties of galaxies larger than 25.6 arcsec, a different compromise is

needed, with a larger scale and consequently a less precise determination of the sky level

at a particular location. Ideally, the pixel scale for the sky subtraction should be adjusted

according to the size of each galaxy.

2. Elliptical apertures would be used in addition to circular apertures. These allow a more

precise determination of the sky background contribution to the measured flux of a galaxy.

3. Sérsic (1968) profile fits would be performed, providing structural information about the

galaxies as well as an estimate of the total galaxy magnitude, which would improve esti-

mates of the bright end of the luminosity function (Section 5.2). Other model fits to the

galaxy brightness profile would also be performed, such as bulge-to-disc decomposition

(Allen et al., 2006; Driver et al., 2007a,b).

4. Galaxy colours would be made available. In order to find the colour of an extended source,

it is necessary to have the same aperture in both wavebands, or the same parameters for

the model fit (e..g, Sérsic). Currently the UKIDSS Petrosian and Kron magnitudes do not

use the same apertures between the different bands, while the Sérsic magnitudes are not

available. This means that the fixed aperture magnitudes must be used to determine the

galaxy colours, which is problematic since different regions of the galaxy will be included

in the aperture depending on the angular size or aperture size. As well as NIR colours, which

could reflect various physical properties of the galaxies (Eminian et al., 2008), good optical–

near-infrared colours should be made available, in conjunction with the SDSS images or

catalogues. This would lead to better template fits for the galaxies, resulting in better K-

corrections, mass-to-light ratios and photometric redshifts.

All of these features were implemented for the 2MASS eXtended Source Catalogue (XSC; Jarrett

et al., 2000): galaxies as large as 150 arcsec are fully imaged in 2MASS (the limit in UKIDSS is

24 arcsec), elliptical apertures are used, extrapolated (Sérsic) total magnitudes are provided (Cole

et al., 2001) and accurate colours are made available by using consistent (‘fiducial’) apertures over

the three JHK bands.
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6.4 Possible improvements to methods

In this section I consider some alternative approaches that could be used to estimate the space

density of galaxies.

6.4.1 Selection of the sample

The sample was selected through the UKIDSS-SDSS cross-matched table provided on the WSA.

An alternative method would be to find all the target SDSS main galaxies within the LAS field and

search for matches to those galaxies within the LAS. This would make clear the instances where

an SDSS galaxy has not been detected at all in the LAS, giving a clearer understanding of the

completeness of the matched sample.

6.4.2 Peculiar motions of nearby galaxies

Peculiar motions have not been considered in this work. However, in order to probe fainter ab-

solute magnitudes, it is necessary to reduce the low-redshift limit. But peculiar velocities can no

longer be neglected at very low redshift (z < 0.01). This was discussed in Section 3.5.4.

6.4.3 Magnitude errors

In this work the uncertainties in the measured quantities have been largely ignored and assumed

to be negligible. However, the presence of magnitude errors can have a significant effect on the

shape of the luminosity function, particularly at the bright end, where the luminosity function is

steepest.

The effect of magnitude errors can be modelled for simple cases. In a magnitude-limited

sample, assuming Poisson-type errors in flux, ∆f = α
√
f , Equation (3.11) can be rearranged to

find α given a certain magnitude error, ∆m, at the magnitude limit, mlim:

α =
1− 10(−0.4∆m)

100.2mlim
. (6.1)

Fig. 6.2 shows estimates of the luminosity function from a theoretical magnitude-limited sam-

ple at three discrete values of the redshift, with appropriate Poisson-like errors incorporated. It

can be seen that, depending on the properties of the particular survey, magnitude errors may have

a significant effect on the bright end of the luminosity function and on estimates of M∗.

One method of incorporating magnitude errors into the 1/Vmax estimator would be as follows.

Rather than dividing the galaxies into bins and summing their values of 1/Vmax, each individual

galaxy could be represented as a Gaussian, according to the uncertainty in that galaxy’s magnitude,

such that the contribution of that galaxy to the luminosity function is 1/Vmax. With a sufficiently
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Figure 6.2: Theoretical predictions for observations of a Schechter luminosity function in the pres-

ence of magnitude errors. The original Schechter function has parameters M∗ − 5 log h = −23,

α = −1 and φ∗ = 10−2 (black solid line). φ has units h3 Mpc−3 mag−1. Galaxies are observed

in a magnitude-limited survey with m < 18 at three discrete redshifts, z = 0.1 (top), 0.3 (middle)

and 0.5 (bottom). Each point on the original Schechter function is convolved with a Gaussian

in flux appropriate to Poisson-type errors, with an uncertainty of 0.3 mag at the magnitude limit,

mlim = 18, as described in the text. The ‘observed’ luminosity function is constructed by sum-

ming these Gaussians. There is a large number of Gaussians; every tenth is shown in the plots as

a coloured curve. The volume of the survey has not been included in the modelling. For galaxies

that would be brighter than the magnitude limit at that redshift, the ‘observed’ luminosity function

is shown (black dots), with errors chosen to be proportional to
√
φ. Recovered best-fitting Schech-

ter functions are shown (red dashed curves), with the values of M∗ found to be −23.02 (z = 0.1),

−23.18 (z = 0.3) and −23.43 (z = 0.5).
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large sample, this will produce a smooth luminosity function. However, this would not resolve the

bias at the bright end. To do so would require some kind of deconvolution of the luminosity func-

tion (e.g., Richardson–Lucy deconvolution, Lucy, 1974). However, my attempts at deconvolving

the luminosity function have thus far not produced useful results.

A better method of including magnitude errors is used by Blanton et al. (2003b), who in-

clude magnitude errors in their version of the stepwise maximum likelihood (SWML) method. At

each stage of the iteration, and for each galaxy, the current estimate for the luminosity function

is convolved with a Gaussian in magnitude to find the likelihood that the particular galaxy was

drawn from that luminosity function. Note that they used a Gaussian in magnitude, compared to a

Gaussian in flux in Fig. 6.2, which would give slightly different results.

These methods have not yet been used for a multivariate analysis, incorporating errors in size

and surface brightness as well as errors in magnitude, with appropriate covariances.

6.4.4 Compensating for incompleteness

The bivariate brightness distribution in Section 5.1 was expected to be incomplete at low surface

brightness. There are various methods of compensating for such incompleteness when marginal-

izing the BBD to obtain the luminosity function. If sufficient information is available about com-

pleteness as a function of surface brightness, then an appropriate correction can be made to the LF

(Blanton et al., 2005b). Alternatively, the assumption could be made that the distribution in sur-

face brightness is Gaussian for fixed values of absolute magnitude. A Gaussian can then be fit to

the regions of high completeness (Driver et al., 2005). The LF may then be found by extrapolating

the Gaussians to high and low surface brightness. However, Driver et al. (2005) have shown that a

Gaussian provides a poor fit at intermediate absolute magnitudes, so this method would be likely

to return biased results.

6.4.5 Compensating for large-scale structure

The 1/Vmax estimator used in this thesis is sensitive to changes in the galaxy density with redshift.

With a larger sample this will be less apparent, but other methods are less sensitive to large-scale

structure, e.g., a multivariate version of the SWML method could be used, or a correction for

variation with redshift can be applied to the 1/Vmax method (Cross et al., 2001). I have found

the SWML method difficult to implement over four dimensions, due to the complexity of the

parameter space, but these problems may not be insurmountable.

An additional source of uncertainty comes from the method used to divide the sample for

jackknife error estimation. As discussed in Section 5.4, it would be better to divide the sample
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into regions of equal area, rather than regions of (approximately) equal numbers of galaxies.

6.5 Future surveys

In closing, I now consider how future surveys may help in building a census of K-band galaxies.

This work has used DR3 from UKIDSS and DR5 from SDSS, with the effective area (563

deg2) limited partly by those regions in SDSS that had spectroscopic coverage in DR5. The full

LAS is anticipated to cover 4000 deg2, all within the SDSS field. This would give a final sample

around seven times as large as that used here. As well as reducing the statistical errors on the

results and extending the range in absolute magnitude, this would open up various possibilities for

subdividing the sample.

The LAS may be combined with other redshift and imaging surveys, such as the Millennium

Galaxy Catalogue (MGC) survey (Liske et al., 2003), a 37.5 deg2 B-band imaging survey, with

redshifts for the 10 095B < 20 galaxies. The MGC lies within the LAS area, and its greater depth

compared with SDSS could overcome some of the problems experienced as a result of the SDSS

r-band limit.

Another approach is to supplement SDSS (or other) redshifts with spectroscopy of galaxies

within some K-band completeness limit. For example, redshifts from the recently-started Galaxy

And Mass Assembly (GAMA)1 spectroscopic survey could be used to probe regions of the param-

eter space not currently sampled.

Other imaging surveys have been proposed with UKIRT and with VISTA, the Visible and

Infrared Survey Telescope for Astronomy, currently being commissioned at Paranal Observatory

in Chile.2 These include the UKIRT Hemisphere Survey (UHS)3 and the VISTA Hemisphere

Survey (VHS),4 which would combine to give an all-sky NIR imaging survey in J and K.

Proposed surveys such as the VISTA Kilo-degree INfrared Galaxy survey (VIKING)5 would

cover some 1500 deg2 to a depth approximately 1.4 mag deeper than the LAS, providing measure-

ments to a fainter surface brightness limit than is possible with the UKIDSS LAS.

It is hoped that these and other surveys, combined with new techniques for analysing the data,

will provide insights into the processes that shaped the current galaxy population.

1http://www.eso.org/˜jliske/gama/
2http://www.vista.ac.uk/
3http://wiki.astrogrid.org/pub/UKIDSS/SurveyCall/UHS-proposal-2006Nov-V3.pdf
4http://www.ast.cam.ac.uk/˜rgm/vhs/
5http://www.ast.cam.ac.uk/˜rgm/vista/vhs/viking/viking10.pdf

http://www.eso.org/~jliske/gama/
http://www.vista.ac.uk/
http://wiki.astrogrid.org/pub/UKIDSS/SurveyCall/UHS-proposal-2006Nov-V3.pdf
http://www.ast.cam.ac.uk/~rgm/vhs/
http://www.ast.cam.ac.uk/~rgm/vista/vhs/viking/viking10.pdf
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Hopkins P. F., Hernquist L., Cox T. J., Kereš D. (2008a). A Cosmological Framework for the Co-

Evolution of Quasars, Supermassive Black Holes, and Elliptical Galaxies. I. Galaxy Mergers

and Quasar Activity. ApJS, 175:356–389, arXiv:0706.1243. 9
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